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Abstract
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1. Introduction

The continuous fractional calculus is a rich field of research and it has attracted the attention of several researchers working in diverse fields of science, engineering, economics and medicine \cite{1, 2}. In order to meet the requirements of researchers dealing with models, it becomes essential to present new fractional operators with different kernels and weights. Very recently, the authors in \cite{3} presented new generalized fractional operators with kernel depending on a function and by using a weight function acting
inside and outside the integral operator used in the definition. Moreover, they studied many basic properties that are essential for researchers to apply theoretically and use in their modelling problems.

On the flipside, the discrete counterpart of the continuous fractional calculus has been playing an important role in meeting the modelling of many discrete emerging problems [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14].

Motivated by these, in this article and by the help of the time scale theory [15, 16], we present a detailed study that set the main concepts of the weighted discrete fractional calculus on the \( hZ \) time scale in the setting of nabla and delta differences for both left and right cases.

Our manuscript is organized as follow. In Section 2 we give the basic terminology and tools divided into three subsections (the rising and falling functions, Mittag-Leffler functions on \( hZ \) within nabla, the delta and nabla fractional sums and differences on \( hZ \), where the action of the Q-operator has been stated ), in Section 3, the left and right weighted fractional sums and differences into delta and nabla are proposed with some basic essential properties. In Section 4, left and right nabla and delta weighted Caputo fractional differences are defined and related to the weighted Rieman-Liouville sense ones. In Section 5, the Leibniz type rules showing the action of the weighted fractional sums on the Caputo fractional sums are discussed into nabla and delta and an initial value weighted difference problem is proposed in the Riemann-Liouville case. In Section 6, the integration by parts allowing the interchange between the weighted Riemann-Liouville and and Caputo fractional differences from left to right are proposed in both the nabla and delta cases. In Section 7, some examples are given in the nabla sense, where the solution of the linear nonhomogeneous equation is given explicitly by using a transformation method via the non-weighted case and expressed by means of the nabla discrete Mittag-Leffler function on the isolated time scale. Finally, we summarize our conclusions in Section 8.

2. Preliminary tools and definitions

This section contains the basic essential terms and tools that will be vital to proceed in the main results. Mainly, it sets the basic concepts on the time scale \( hZ \) [16] in the nabla sense. We borrow most of the notations from [9, 11, 12].

2.1. The rising and falling factorials and nabla discrete Mittag-Leffler functions

This subsection includes the basic concepts that are necessary to define the kernels of the nabla and delta fractional sums and differences. In addition, it contains the definition of the the nabla discrete Mittag-Leffler function that will be used in solving nabla linear fractional difference equations.

**Definition 2.1.** [5] The following identities are valid.

(i) Let \( i \) be a natural number, then the \( i \) rising factorial of \( \tau \) is written as

\[
\tau^\uparrow = \prod_{k=0}^{i-1} (\tau + k), \quad \tau^\uparrow_0 = 1. \tag{2.1}
\]
(ii) For any real number, the $\alpha$ rising function becomes

$$\tau^\alpha = \frac{\Gamma(t^{\alpha})}{\Gamma(t)}$$

such that $\tau \in \mathbb{C} \setminus \{..., -2, -1, 0\}$, $0^\alpha = 0$. (2.2)

In addition, we have

$$\nabla(\tau^\alpha) = \alpha \tau^{\alpha-1}. \quad (2.3)$$

Hence $\tau^\alpha$ is increasing on $\mathbb{N}_0$.

The backward difference operator on $h\mathbb{Z}$ is given by

$$\nabla_h \xi(\tau) = \xi(\tau) - \xi(\tau - h)$$

and the forward operator by

$$\Delta_h \xi(\tau) = \xi(\tau + h) - \xi(\tau).$$

For $h = 1$, we get the backward and forward difference operators

$$\nabla \xi(\tau) = \xi(\tau) - \xi(\tau - 1)$$

and

$$\Delta \xi(\tau) = \xi(\tau + 1) - \xi(\tau),$$

respectively.

The forward jumping operator on the time scale $h\mathbb{Z}$ is

$$\sigma(\tau) = \tau + h$$

and the backward jumping operator is

$$\rho(\tau) = \tau - h.$$ 

For $a, b \in \mathbb{R}$ and $h > 0$ we use the notation

$$N_{a, h} = \{a, a + h, a + 2h, \ldots\}$$

and

$$b, h \mathcal{N} = \{b, b - h, b - 2h, \ldots\}.$$

**Definition 2.2.** For arbitrary $\tau, \alpha \in \mathbb{R}$ and $h > 0$, the nabla $h$–factorial function is defined by

$$t^\alpha_h = h^{\alpha} \frac{\Gamma(t^{\alpha})}{\Gamma(t)}.$$ 

For $h = 1$, we write $\tau^\alpha = \frac{\Gamma(\tau^{\alpha})}{\Gamma(\tau)}$.

A straightforward verification leads to

$$\nabla_h \tau^\alpha_h = \alpha \tau^{\alpha-1}. \quad (2.4)$$

**Definition 2.3.** [6] For arbitrary $s, \alpha \in \mathbb{R}$ and $h > 0$, the delta $h$–factorial function is defined by

$$s^{(\alpha)}_h = h^{\alpha} \frac{\Gamma(s^{\alpha} + 1)}{\Gamma(s^{\alpha} + 1 - \alpha)}.$$ 

For $h = 1$, we write $s^{(\alpha)} = \frac{\Gamma(s^{\alpha} + 1)}{\Gamma(s^{\alpha} + 1 - \alpha)}$. The division by a pole yields to zero.

Notice that

$$(s + h\alpha - h)^{(\alpha)}_h = s^\alpha_h.$$ 

The Q–operator $(Qf)(t) = f(a + b - t)$ was used in [7, 8] to connect left and right fractional sums and differences. In our manuscript, we also use the discrete Q–operator to relate left and right fractional sums and differences and their generalizations to the weighted case.

**Definition 2.4. (Nabla $h$–discrete Mittag–Leffler) [9]** For $\lambda \in \mathbb{R}$, such that $|\lambda h^\alpha| < 1$ and $\alpha, \beta, z \in \mathbb{C}$ with $\text{Re}(\alpha) > 0$, the nabla discrete Mittag–Leffler functions is

$$\nabla_h E_{\alpha, \beta}^\lambda(\tau, z) = \sum_{k=0}^{\infty} \lambda^k \frac{\tau^{k\alpha + \beta - 1} \Gamma(\alpha k + \beta)}{\Gamma(\alpha k + \beta)}, \quad |\lambda h^\alpha| < 1. \quad (2.5)$$
For $\beta = 1$, we have
\[ hE_{\pi}(\lambda, z) \triangleq hE_{\pi}^T(\lambda, z) = \sum_{k=0}^{\infty} \lambda^k \left( \frac{z}{h} \right)^{\frac{k\lambda}{\Gamma(\alpha k + 1)}} \left| \lambda h^\alpha \right| < 1. \quad (2.6) \]

For more details regarding the Mittag–Leffler functions, we refer to [1, 2].

If we set $\alpha = 1$ in (2.6) we recover a representation for the nabla exponential function on $hZ$ [16].

We shall not give the definition of the delta analogue of Mittag-Leffler function in this article, since we only solve linear equations of nabla type.

2.2. Left and right delta fractional sums and differences on the isolated time scale

**Definition 2.5.** (Delta $h-$ fractional sums) [6] Let $\psi$ be defined on $T = \mathbb{N}_{a,h} \cap b_h \mathbb{N}$ and assume $b = a + kh$ for some $k \in \mathbb{N}$. Then the left and right delta $h-$ fractional sums of order $\alpha > 0$ are given by

\[
(a \Delta_h^{-\alpha} \psi)(\tau) = \frac{1}{\Gamma(\alpha)} \int_{a}^{\sigma(\tau - a h)} (\tau - \sigma(s))^{(\alpha - 1)} h^{-1} \psi(s) \Delta_h s \\
= \frac{1}{\Gamma(\alpha)} \sum_{k=a/h}^{\tau/h - \alpha} (\tau - \sigma(kh))^{(\alpha - 1)} h^{-1} \psi(kh) h
\]

for $\tau \in \{\tau + \alpha h : \tau \in T\}$ and

\[
(h \Delta_h^{-\alpha} \psi)(\tau) = \frac{1}{\Gamma(\alpha)} \int_{\sigma(\tau - b h)}^{b} (\rho(s) - \tau)^{(\alpha - 1)} h^{-1} \psi(s) \nabla_h s \\
= \frac{1}{\Gamma(\alpha)} \sum_{k=\tau/h + \alpha}^{b/h} (kh - \sigma(\tau))^{(\alpha - 1)} h^{-1} \psi(kh) h
\]

for $\tau \in \{\tau - \alpha h : \tau \in T\}$, respectively, where $b_h \mathbb{N} = \{b, b - h, b - 2h, \ldots\}$.

The next terminology and concepts are borrowed from [9].

**Definition 2.6.** [9](Delta $h-$ RL fractional differences) Let $\psi$ be defined on $\mathbb{N}_{a,h}$ and $b_h \mathbb{N}$, respectively. Then the left and right delta $h-$fractional differences of order $\alpha > 0$ are defined by

- \[(a \Delta_h^n \psi)(\tau) = (\Delta_h^n a \Delta_h^{-(n-\alpha)} \psi)(\tau), \quad \tau \in \mathbb{N}_{a+(n-\alpha)h,h}.\]

- \[(h \Delta_h^n \psi)(\tau) = (\ominus \nabla_h^n h \Delta_h^{-(n-\alpha)} \psi)(\tau), \quad \tau \in b-(n-\alpha)h,h \mathbb{N},\]

where $n = [\alpha] + 1$. For the order $0 < \alpha < 1$ compare with Definition 2.8 in [6]. The right fractional difference is here defined different to fit with the dual identities. We shall use the notations $\ominus \nabla_h^n = (-1)^n \nabla_h^n$ and $\ominus \Delta_h^n = (-1)^n \Delta_h^n$, where $\nabla_h^n$ and $\Delta_h^n$ mean the iteration of the operators $\nabla_h$ and $\Delta_h$ $n$-times, respectively.
Lemma 2.9. [9] (Delta Caputo h—fractional differences) Let $\psi$ be defined on $\mathbb{N}_{a,h}$ and $\mathbb{N}_{b,h}$, respectively. Then the left and right delta Caputo $h$—fractional differences of order $\alpha > 0$ are defined by

\[
\begin{align*}
\bullet & \ (\frac{a}{a} \Delta_h^\alpha \psi)(\tau) = (a \Delta_h^{-(n-\alpha)} \Delta_h^n \psi)(\tau), \quad \tau \in \mathbb{N}_{a+(n-\alpha)h,h}. \\
\bullet & \ (\frac{h}{h} \Delta_b^\alpha \psi)(\tau) = (h \Delta_b^{-(n-\alpha)} \Delta_b^n \psi)(\tau), \quad \tau \in \mathbb{b}-(n-\alpha)h,h. \mathbb{N}.
\end{align*}
\]

By making use of the $Q$—operator we have the following dual identity result which relates left and right $h$—fractional sums and $h$—differences and hence confirm our definitions.

Theorem 2.8. [9] Assume $\alpha > 0$, $h > 0$ and $\psi$ is defined on $\mathbb{N}_{a,h}$ in the left case and on $\mathbb{b,h} \mathbb{N}$ in the right case such that $a < b$ and $h$ divides $b - a$. Then,

1. $(a \Delta_h^{\alpha} Q \psi)(\tau) = Q(h \Delta_b^{\alpha} \psi) = (h \Delta_b^{\alpha} \psi)(a + b - \tau).
2. (a \Delta_h^{\alpha} Q \psi)(\tau) = Q(h \Delta_b^{\alpha} \psi)(\tau) = (h \Delta_b^{\alpha} \psi)(a + b - \tau).
3. $(c a \Delta_h^{\alpha} Q \psi)(\tau) = Q(h \Delta_b^{\alpha} \psi)(\tau) = (h \Delta_b^{\alpha} \psi)(a + b - \tau).

Lemma 2.9. [9] Let $\alpha > 0$, $\mu > 0$, $h > 0$. Then,

1.
\[
(a + \mu h) \Delta_h^{\alpha} (\tau - a)_h^{(\mu-1)} = \frac{\Gamma(\mu)}{\Gamma(\mu + \alpha)} (\tau - a)_h^{(\alpha+\mu-1)}. \tag{2.9}
\]

2.
\[
h \Delta_h^{\alpha} (b - \tau)_h^{(\mu-1)} = \frac{\Gamma(\mu)}{\Gamma(\mu + \alpha)} (b - \tau)_h^{(\alpha+\mu-1)}. \tag{2.10}
\]

Theorem 2.10. [9] Let $\alpha > 0$, $\mu > 0$, $h > 0$. If $\psi$ is defined on $\mathbb{N}_{a,h}$, then for all $t \in \mathbb{N}_{a+\mu h(\alpha+\mu),h}$, we have

\[
(a + \alpha h) \Delta_h^{\mu} \Delta_h^{\alpha} \psi(\tau) = (a \Delta_h^{(\alpha+\mu)} \psi)(\tau) = (a + \mu h \Delta_h^{\alpha} \Delta_h^{\mu} \psi)(\tau). \tag{2.11}
\]

Similarly, if $\psi$ is defined on $\mathbb{N}_{b,h}$, then for all $\tau \in \mathbb{b}-(h(\alpha+\mu),h)$, we have

\[
(h \Delta_b^{\mu} \Delta_b^{\alpha} \psi)(\tau) = (h \Delta_b^{(\alpha+\mu)} \psi)(\tau) = (h \Delta_b^{\alpha} \Delta_b^{\mu} \psi)(\tau). \tag{2.12}
\]

Proposition 2.11. [9] (The relation between delta RL and Caputo h—fractional differences ) Assume $\psi$ is defined on $\mathbb{N}_{a,h}$ and let $\alpha > 0$. Then

\[
(\frac{c}{a} \Delta_h^{\alpha} \psi)(\tau) = (a \Delta_h^{\alpha} \psi)(\tau) - \sum_{k=0}^{n-1} \frac{(t - a)_h^{(k-\alpha)}}{\Gamma(k - \alpha + 1)} \Delta_h^k \psi(a), \quad n = [\alpha] + 1.
\]

In particular, for $0 < \alpha < 1$ we have

\[
(\frac{c}{a} \Delta_h^{\alpha} \psi)(\tau) = (a \Delta_h^{\alpha} \psi)(\tau) - \frac{(\tau - a)_h^{(-\alpha)}}{\Gamma(1 - \alpha)} \psi(a).
\]
On the other hand if $\psi$ is defined on $b, h \mathbb{N}$ then

$$
(\sum_{k=0}^{n-1} \frac{(b - \tau)_{h}^{(k-\alpha)}}{\Gamma(k-\alpha + 1)} \otimes \nabla_{h}^{k}\psi(b), n = [\alpha] + 1.
$$

In particular, for $0 < \alpha < 1$ we have

$$
(\sum_{k=0}^{n-1} \frac{(b - \tau)_{h}^{(-\alpha)}}{\Gamma(1-\alpha)} \otimes \nabla_{h}^{k}\psi(b).
$$

**Proposition 2.12.** [9] For $\alpha > 0$, $h > 0$ and $\psi$ defined on $\mathbb{N}_{a,h}$, we have for $t \in \mathbb{N}_{a+nh,h} \subset \mathbb{N}_{a,h}$

$$
(a + ah\Delta_{h}^{\alpha} a\Delta_{h}^{-\alpha}\psi)(t) = \psi(t) \quad (2.13)
$$

and

$$
(a + (n - \alpha)h - h\Delta_{h}^{-\alpha} a\Delta_{h}^{\alpha}\psi)(t) = \psi(t), \quad \alpha \notin \mathbb{N}, \quad (2.14)
$$

where $n = [\alpha] + 1$.

**Proposition 2.13.** [9] For $\alpha > 0$, $h > 0$ and $\psi$ defined on $b, h \mathbb{N}$, we have for $t \in b - nh, h \mathbb{N} \subset b, h \mathbb{N}$

$$
(h\Delta_{b}^{\alpha} - ah\Delta_{b}^{\alpha}\psi)(t) = \psi(t) \quad (2.16)
$$

and

$$
(h\Delta_{b}^{-\alpha} - (n - \alpha)h + h\Delta_{b}^{\alpha}\psi)(t) = \psi(t), \quad \alpha \notin \mathbb{N}, \quad (2.17)
$$

$$
(h\Delta_{b}^{-\alpha} a\Delta_{h}^{\alpha}\psi)(t) = \psi(t) - \sum_{k=0}^{n-1} \frac{(b - \tau)_{h}^{(k)}}{k!} \otimes \nabla_{h}^{k}\psi(b), \quad \alpha \in \mathbb{N}. \quad (2.18)
$$

**Lemma 2.14.** [9] For any $\alpha > 0$ we have

$$
(a\Delta_{h}^{-\alpha}\Delta_{h}\psi)(t) = (\Delta_{h} a\Delta_{h}^{-\alpha}\psi)(t) - \frac{(\tau - a)_{h}^{(\alpha-1)}}{\Gamma(\alpha)} \psi(a), \quad (2.19)
$$

where $\psi$ is defined on $\mathbb{N}_{a,h}$. On the other hand, if $\psi$ is defined on $b, h \mathbb{N}$, then

$$
(h\Delta_{b}^{-\alpha}(-\nabla_{h})\psi)(t) = (-\nabla_{h} h\Delta_{b}^{-\alpha}\psi)(t) - \frac{(b - \tau)_{h}^{(\alpha-1)}}{\Gamma(\alpha)} \psi(b). \quad (2.20)
$$

Similar to Theorem 4.10 in [18] and by the help of (2.19) and the observation that

$$
\alpha\Delta_{h}^{(1-\alpha)}\psi(t) |_{t = a + (1 - \alpha)h} = h^{1-\alpha}\psi(a),
$$

we can state the following delta discrete fractional Leibniz rule in the sense of Riemann-Liouville.
Lemma 2.15. For $\psi$ defined on $\mathbb{N}_{a,h}$, $h > 0$ and $0 < \alpha \leq 1$, we have the following identity.

$$a+(1-\alpha)h\Delta_h^{-\alpha} a \Delta_h^\alpha \psi(\tau) = \psi(\tau) - h^{1-\alpha} \frac{(t-a-(1-\alpha)h)^{(\alpha-1)} \psi(a)}{\Gamma(\alpha)}.$$ (2.21)

Proposition 2.16. Assume that $\alpha > 0$, $h > 0$ and $\psi$ is defined on $\mathbb{N}_{a,h}$ and $\mathbb{N}_{b,h}$, respectively. Then

$$\left( a+(n-\alpha)h \Delta_h^{-\alpha} a \Delta_h^\alpha \psi \right)(\tau) = \psi(\tau) - \sum_{k=0}^{n-1} \frac{(\tau-a)_h^{(k)}}{k!} \Delta_h^k \psi(a)$$ (2.22)

and

$$\left( h \Delta_b^{-(n-\alpha)} h \Delta_h^\alpha \psi \right)(\tau) = \psi(\tau) - \sum_{k=0}^{n-1} \frac{(b-\tau)_h^{(k)}}{k!} \ominus \Delta_h^k \psi(a).$$ (2.23)

2.3. The nabla fractional sums and differences on the isolated time scale

In this part, we borrow our notations and their related basics from [9].

Definition 2.17. (Nabla $h$--fractional sums) Let $\rho(\tau) = \tau - h$, $h > 0$ be backward jump operator. Then, for a function $f : \mathbb{N}_{a,h} = \{a, a+h, a+2h, \ldots\} \to \mathbb{R}$, the nabla left $h$--fractional sum of order $\alpha > 0$ is given by

$$(a \nabla_h^{-\alpha} f)(\tau) = \frac{1}{\Gamma(\alpha)} \int_a^\tau \frac{\rho_h(s)^{\alpha-1} f(s)}{h} \nabla_h s = \frac{1}{\Gamma(\alpha)} \sum_{k=a/h+1}^{\tau/h} (\tau - \rho_h(kh))^{\alpha-1} f(kh) h, \quad \tau \in \mathbb{N}_{a+h,h}.$$  

The nabla right $h$--fractional sum of order $\alpha > 0$ (ending at $b$)for $f : \mathbb{N}_{b,h} = \{b, b-h, b-2h, \ldots\} \to \mathbb{R}$ is written as

$$(h \nabla_b^{-\alpha} f)(\tau) = \frac{1}{\Gamma(\alpha)} \int_\tau^b (s - \rho_h(\tau))^{\alpha-1} f(s) \Delta_h s = \frac{1}{\Gamma(\alpha)} \sum_{k=\tau/h}^{b/h-1} (kh - \rho_h(\tau))^{\alpha-1} f(kh) h.$$ 

Definition 2.18. (Nabla $h$--RL fractional differences) The nabla left $h$--fractional difference of order $\alpha > 0$ (starting from $a$) has the form

$$(a \nabla_h^\alpha f)(\tau) = \left( \frac{\nabla_h^\alpha}{\Gamma(n-\alpha)} (a \nabla_h^{-(n-\alpha)} f)(\tau) \right)$$

$$= \frac{\nabla_h^\alpha}{\Gamma(n-\alpha)} \sum_{k=a/h+1}^\tau (\tau - \rho_h(kh))^{\alpha-1} f(kh) h, \quad \tau \in \mathbb{N}_{a+h,h}.$$  

and the nabla right $h$--fractional difference of order $\alpha > 0$ (ending at $b$) is defined as

$$(h \nabla_b^\alpha f)(\tau) = \left( \ominus \frac{\Delta_h^n}{\Gamma(n-\alpha)} (h \nabla_b^{-(n-\alpha)} f)(\tau) \right)$$

$$= \frac{\ominus \Delta_h^n}{\Gamma(n-\alpha)} \sum_{k=\tau}^{b/h-1} (kh - \rho_h(\tau))^{\alpha-1} f(kh) h, \quad \tau \in \mathbb{N}_{b-h,h}.$$
**Definition 2.19.** (The h–Caputo fractional differences) Let $\alpha > 0$, $n \in [\alpha] + 1$, $h > 0$, $a < b \in \mathbb{R}$, $a_h(\alpha) = a + (n - 1)h$, $b_h(\alpha) = b - (n - 1)h$. Assume $f$ is defined on $\mathbb{N}_{a,h} = \{a, a + h, a + 2h, \ldots\}$ and on $b_h\mathbb{N} = \{b, b - h, b - 2h, \ldots\}$. We usually have $b = a + kh$ for some $k \in \mathbb{N}$. If $0 < \alpha < 1$ then $a_h(\alpha) = a$ and $b_h(\alpha) = b$. Then,

The left $h$–Caputo fractional difference of order $\alpha$ starting at $a_h(\alpha)$ is defined by

$$\left(\frac{C}{a} \nabla^\alpha f\right)(\tau) = \left( a_h(\alpha) \nabla^{-(n - \alpha)} \nabla^\alpha_h f\right)(\tau), \quad \tau \in \mathbb{N}_{a + nh, h}. \quad (2.24)$$

The right $h$–Caputo fractional difference of order $\alpha$ ending at $b_h(\alpha)$ is defined by

$$\left(\frac{C}{b} \nabla^\alpha f\right)(\tau) = \left( \nabla_{b_h(\alpha)}^{-(n - \alpha)} \circ \Delta_h^\alpha f\right)(\tau), \quad \tau \in \mathbb{N}_{b - nh, h}. \quad (2.25)$$

For $h = 1$, we obtain the definitions given in [7, 8].

**Remark 2.20.** Alternatively, if in Definition 2.19 we assume that $f$ is defined on $\mathbb{N}_{a - (n - 1)h, h}$ for the left case and on $\mathbb{N}_{b + (n - 1)h, h}$ for the right case. Then, we define

$$\left(\frac{C}{a} \nabla^\alpha f\right)(\tau) = a \nabla_{h}^{-(n - \alpha)} (\nabla_{h}^\alpha f)(\tau)$$

and

$$\left(\frac{C}{b} \nabla^\alpha f\right)(\tau) = h \nabla_{b}^{-(n - \alpha)} (\nabla_{h}^\alpha f)(\tau).$$

**Lemma 2.21.** Let $\text{Re}(\alpha) \geq 0$, $\text{Re}(\mu) > 0$, $h > 0$. Then,

$$a \nabla_{h}^{-\alpha}(\tau - a)_{h}^\mu = \frac{\Gamma(\mu)}{\Gamma(\mu + \alpha)} (\tau - a)_{h}^{\alpha + \mu - 1}, \quad \text{Re}(\alpha) > 0, \quad (2.26)$$

$$h \nabla_{b}^{-\alpha}(b - \tau)_{h}^\mu = \frac{\Gamma(\mu)}{\Gamma(\mu + \alpha)} (b - \tau)_{h}^{\alpha + \mu - 1}, \quad \text{Re}(\alpha) > 0, \quad (2.27)$$

$$a \nabla_{h}^{-\mu}(\tau - a)_{h}^{-\alpha} = \frac{\Gamma(\mu)}{\Gamma(\mu - \alpha)} (\tau - a)_{h}^{\mu - \alpha - 1}, \quad \text{Re}(\alpha) \geq 0, \quad (2.28)$$

and

$$h \nabla_{b}^{-\mu}(b - \tau)_{h}^{-\alpha} = \frac{\Gamma(\mu)}{\Gamma(\mu - \alpha)} (b - \tau)_{h}^{\mu - \alpha - 1}, \quad \text{Re}(\alpha) \geq 0. \quad (2.29)$$

**Lemma 2.22.** [9] Let $\alpha > 0$, $\mu > 0$, $h > 0$. If $\psi$ is defined on $\mathbb{N}_{a,h}$, then for all $\tau \in \mathbb{N}_{a + nh, h}$, we have

$$\left( a \nabla_{h}^{-\mu} a \nabla_{h}^{-\alpha} \psi\right)(\tau) = \left( a \nabla_{h}^{-(\alpha + \mu)} \psi\right)(\tau) = \left( a \nabla_{h}^{-\alpha} a \nabla_{h}^{-\mu} \psi\right)(\tau). \quad (2.30)$$

Similarly, if $\psi$ is defined on $b_h\mathbb{N}$, then for all $\tau \in b - nh\mathbb{N}$, we have

$$\left( h \nabla_{b}^{-\mu} h \nabla_{b}^{-\alpha} \psi\right)(\tau) = \left( h \nabla_{b}^{-(\alpha + \mu)} \psi\right)(\tau) = \left( h \nabla_{b}^{-\alpha} h \nabla_{b}^{-\mu} \psi\right)(\tau). \quad (2.31)$$

**Lemma 2.23.** [9] Assume $\alpha > 0$, $h > 0$ and $\psi$ is defined on $\mathbb{N}_{a,h}$ in the left case and on $b_h\mathbb{N}$ in the right case such that $a < b$ and $h$ divides $b - a$. Then,

- $( a \nabla_{h}^{-\alpha} Q \psi)(\tau) = Q( h \nabla_{b}^{-\alpha} f)(\tau) = ( h \nabla_{b}^{-\alpha} \psi)(a + b - \tau).$
Lemma 2.24. (Nabla Leibniz for left Caputo fractional differences) Assume $\alpha, h > 0$ and $\xi$ is defined on a suitable domain $\mathbb{N}_{\alpha-(n-1)h}$, $n = [\alpha] + 1$. Then,

\[
(\ n^{-\alpha} \ C^\alpha_h \ n^\alpha_h \psi) (\tau) = \psi (\tau) - \sum_{k=0}^{n-1} \frac{(n-1)!}{(n-1-k)!} \Delta^k_h \psi (a).
\]

(2.32)

Alternatively, above we can define on $\mathbb{N}_a$ and obtain the following form of Leibniz

\[
(\ a^{-\alpha} \ C^\alpha_h \ a^\alpha_h \psi) (\tau) = \psi (\tau) - \sum_{k=0}^{n-1} \frac{(n-1)!}{(n-1-k)!} \Delta^k_h \psi (a),
\]

(2.33)

where $a_{\alpha} (a) = a + (n-1)h$.

Lemma 2.25. (Nabla Leibniz for left Caputo fractional differences) Assume $\alpha, h > 0$ and $\psi$ is defined on a suitable domain $\mathbb{N}_{\alpha-(n-1)h}$, $n = [\alpha] + 1$. Then,

\[
(\ a^{-\alpha} \ C^\alpha_h \ a^\alpha_h \psi) (\tau) = \psi (\tau) - \sum_{k=0}^{n-1} \frac{(n-1)!}{(n-1-k)!} \Delta^k_h \psi (a).
\]

(2.34)

Alternatively, above we can define $\psi$ on $\mathbb{N}_a$ and obtain the following form of Leibniz

\[
(\ a_{\alpha} (a)^{-\alpha} \ C^\alpha_h \ a_{\alpha} (a)^\alpha_h \psi) (\tau) = \psi (\tau) - \sum_{k=0}^{n-1} \frac{(n-1)!}{(n-1-k)!} \Delta^k_h \psi (a_{\alpha} (a)),
\]

(2.35)

where $a_{\alpha} (a) = a + (n-1)h$.

Lemma 2.26. (Nabla Leibniz for right Caputo fractional differences) Assume $\alpha, h > 0$ and $\psi$ is defined on a suitable domain $\mathbb{N}_{b+(n-1)h}$, $n = [\alpha] + 1$. Then,

\[
(\ h^{-\alpha} \ C^\alpha_h \ h^\alpha_h \psi) (\tau) = \psi (\tau) - \sum_{k=0}^{n-1} \frac{(n-1)!}{(n-1-k)!} \Delta^k_h \psi (b).
\]

(2.36)

Alternatively, above we can define $\psi$ on $\mathbb{N}_{b-(n-1)h}$ and obtain the following form of Leibniz rule

\[
(\ b_{\alpha} (a)^{-\alpha} \ C^\alpha_h \ b_{\alpha} (a)^\alpha_h \psi) (\tau) = \psi (\tau) - \sum_{k=0}^{n-1} \frac{(n-1)!}{(n-1-k)!} \Delta^k_h \psi (b_{\alpha} (a)),
\]

(2.37)

where $b_{\alpha} (a) = b - (n-1)h$.

If we let $\rho = 1$ in Proposition 5.1 of [11] we obtain the following essential tool lemma.
Lemma 2.27. For any \( \alpha \in \mathbb{C} \) with \( \text{Re}(\alpha) > 0 \), \( n = [\text{Re}(\alpha)] + 1 \) and \( f \) defined on a suitable domain, we have

\[
\left( \frac{C}{a} \nabla_{a}^{\alpha} f \right)(\tau) = \left( a \nabla_{a}^{\alpha} f \right)(\tau) - \sum_{k=0}^{n-1} \frac{(\tau - s_{k})^{\alpha-k}}{\Gamma(\alpha+1)} (\nabla_{a}^{\alpha} f)(s_{k}),
\]

(2.38)

Similarly, by applying the \( Q \)-operator, we have

\[
\left( \frac{C}{h} \nabla_{h}^{\alpha} f \right)(\tau) = \left( h \nabla_{h}^{\alpha} f \right)(\tau) - \sum_{k=0}^{n-1} \frac{(s - t_{k})^{\alpha-k}}{\Gamma(\alpha+1)} (\nabla_{h}^{\alpha} f)(t_{k}),
\]

(2.39)

where \( \Delta_{h}^{\alpha} = (-1)^{k}\Delta_{h}^{k} \).

3. Weighted left and right fractional sums and differences

3.1. In the nabla setting

Definition 3.1. (Left weighted fractional sums into nabla) The left nabla weighted fractional sum of a function \( \eta \) defined on \( \mathbb{N}_{a,h} = \{a, a + h, a + 2h, \ldots\} \) via a function \( \omega \) defined on \( \mathbb{N}_{a,h} \) of order \( \alpha \), \( \text{Re}(\alpha) > 0 \) and starts at \( a \), is defined by

\[
\left( a \nabla_{\omega,h}^{-\alpha} \eta \right)(t) = \frac{1}{\omega(t)} a \nabla_{h}^{-\alpha} [\omega(t)\eta(t)] = \frac{1}{\omega(t)\Gamma(\alpha)} \int_{a}^{t} (t - \rho_{h}(s))^{\alpha-1} \omega(s)\eta(s)\nabla_{h}s.
\]

(3.1)

Definition 3.2. (Left weighted fractional difference into nabla) The left nabla weighted fractional difference of a function \( \eta \) defined on \( \mathbb{N}_{a,h} = \{a, a + h, a + 2h, \ldots\} \) via a function \( \omega \) defined on \( \mathbb{N}_{a,h} \) of order \( \alpha \), \( \text{Re}(\alpha) > 0 \) and starts at \( a \), is defined by

\[
\left( a \nabla_{\omega,h}^{\alpha} \eta \right)(t) = \frac{1}{\omega(t)} a \nabla_{h}^{\alpha} [\omega(t)\eta(t)] = \frac{1}{\omega(t)\Gamma(-\alpha)} \int_{a}^{t} (t - \rho_{h}(s))^{\alpha-1} \omega(s)\eta(s)\nabla_{h}s.
\]

(3.2)

Next, as usual, we give the definitions in the right case so that it can be verified by the role of summation by parts.

Definition 3.3. (Right weighted fractional sums into nabla) The right nabla weighted fractional sum of a function \( \eta \) defined on \( \mathbb{N}_{b,h} = \{b, b - h, b - 2h, \ldots\} \) via a function \( \omega \) defined on \( \mathbb{N}_{b,h} \) of order \( \alpha \), \( \text{Re}(\alpha) > 0 \) and ends at \( b \), is defined by

\[
\left( \omega,h \nabla_{b}^{-\alpha} \eta \right)(t) = \omega(t) b \nabla_{b}^{-\alpha} [\omega^{-1}(t)\eta(t)] = \frac{\omega(t)}{\Gamma(\alpha)} \int_{b}^{t} (s - \rho_{h}(t))^{\alpha-1} \omega^{-1}(s)\eta(s)\Delta_{h}s.
\]

(3.3)

Definition 3.4. (Right weighted fractional difference into nabla) The right nabla weighted fractional difference of a function \( \eta \) defined on \( \mathbb{N}_{b,h} = \{b, b - h, b - 2h, \ldots\} \) via a function \( \omega \) defined on \( \mathbb{N}_{b,h} \) of order \( \alpha \), \( \text{Re}(\alpha) > 0 \) and ends at \( b \), is defined by

\[
\left( \omega,h \nabla_{b}^{\alpha} \eta \right)(t) = \omega(t) b \nabla_{b}^{\alpha} [\omega^{-1}(t)\eta(t)] = \frac{\omega(t)}{\Gamma(-\alpha)} \int_{b}^{t} (s - \rho_{h}(t))^{\alpha-1} \omega^{-1}(s)\eta(s)\Delta_{h}s.
\]

(3.4)
Proposition 3.5. (Nabla summation by parts) Assume \( \eta \) and \( \xi \) are defined on \( \mathbb{N}_{a,h} \cap b,h \mathbb{N} \), \( b = a + kh \) for some \( k \in \mathbb{N} \). Then, we have

\[
\int_{a}^{b-h} \xi(s)(a \nabla_{\omega,h}^{-\alpha} \eta)(s) \nabla_h s = \int_{a}^{b-h} \eta(s)(\omega_h \nabla_b^{-\alpha} \xi)(s) \nabla_h s. \tag{3.5}
\]

Proof. From Definition 3.1 we have

\[
\int_{a}^{b-h} \xi(s)(a \nabla_{\omega,h}^{-\alpha} \eta)(s) \nabla_h s = \int_{a}^{b-h} \xi(s) \frac{\omega^{-1}(s)}{\Gamma(\alpha)} \int_{a}^{s} (s - \rho_h(r))^{\frac{-1}{\alpha - 1}} \omega(r) \eta(r) \nabla_h r \nabla_h s. \tag{3.6}
\]

If we interchange the order of integration or h-summation, we get

\[
\int_{a}^{b-h} \xi(s)(a \nabla_{\omega,h}^{-\alpha} \eta)(s) \nabla_h s = \int_{a}^{b-h} \eta(r)(\omega_h \nabla_b^{-\alpha} \xi)(r) \nabla_h r. \tag{3.7}
\]

Proposition 3.6. If \( (\nabla_{\omega,h}^{1} \eta)(t) = \omega^{-1}(t) \nabla_h[\omega(t) \eta(t)] \) and \( (\nabla_{\omega,h}^{n} \eta)(t) \) is the applying of \( \nabla_{\omega,h}^{1} \) on \( \eta \) for \( n \) times, then

\[
(a \nabla_{\omega,h}^{\alpha} \eta)(t) = (\nabla_{\omega,h}^{n} a \nabla_{\omega,h}^{-(n-\alpha)} \eta)(t), \ n = \text{[Re}(\alpha)] + 1. \tag{3.9}
\]

Proof. Using the identities

\[
\nabla_h \int_{a}^{t} \Psi(s,t) \nabla_h s = \int_{a}^{t} \nabla_h \Psi(s,t) \nabla_h s - \Psi(t,t-h), \tag{3.10}
\]

\( \nabla_h \) with respect to \( t \), and

\[
\nabla_h(t - \rho_h(s))_{h}^{\alpha} = \alpha(t - \rho_h(s))^{\frac{-1}{\alpha - 1}}, \tag{3.11}
\]

we have for \( n = 1 \)

\[
(\nabla_{\omega,h}^{1} a \nabla_{\omega,h}^{-(n-\alpha)} \eta)(t) = \omega^{-1}(t) \nabla_h[\omega(t) \frac{\omega^{-1}(t)}{\Gamma(1 - \alpha)} \int_{a}^{t} (t - \rho_h(s))_{h}^{\frac{-1}{\alpha - 1}} \omega(s) \nabla_h s]
= \frac{\omega^{-1}(t)}{\Gamma(-\alpha)} \int_{a}^{t} (t - \rho_h(s))_{h}^{\frac{-1}{\alpha - 1}} \omega(s) \nabla_h s
= (a \nabla_{\omega,h}^{\alpha} \eta)(t). \tag{3.12}
\]

The rest of the proof follows by induction.

\( \square \)
**Proposition 3.7.** If \((\nabla_{\omega,h}^n\eta)(t) = -\omega(t)\Delta_h[\omega^{-1}(t)\eta(t)]\) and \((\nabla_{\omega,h}^{\omega}\eta)(t)\) is the applying of \(\nabla_{\omega,h}^{\omega}\) on \(\eta\) for \(n\) times, then

\[
(\omega, h \nabla_{\omega,h}^n\eta)(t) = (\nabla_{\omega,h}^n \omega_h \nabla_{b}^{(n-\alpha)}\eta)(t), \quad n = [\Re(\alpha)] + 1.
\]

**Proof.** The proof is similar to that in Proposition 3.30 and follows by the identities

\[
\Delta_h \int_t^b \Psi(s, t)\Delta_h s = \int_t^b \Delta_h \Psi(s, t)\Delta_h s - \Psi(t, t + h),
\]

\(\Delta_h\) with respect to \(t\), and

\[
\Delta_h(s - \rho_h(t))_{\nabla}^\alpha h = -\alpha(s - \rho_h(t))_{\nabla}^{\alpha-1}. \quad (3.15)
\]

In fact, Proposition 3.5 is also valid when we replace \(\alpha\) by \(-\alpha\). Hence, the following integration by parts is also valid.

**Proposition 3.8.** (Nabla by parts the weighted fractional differences) Assume \(\eta\) and \(\xi\) are defined on \(\mathbb{N}_{a, h} \cap b, h \mathbb{N}\), \(b = a + kh\) for some \(k \in \mathbb{N}\). Then, we have

\[
\int_a^b \xi(s)(h \nabla_{\omega,h}^\alpha\eta)(s)\nabla_h s = \int_a^b \eta(s)(h \omega_h \nabla_{b}^\alpha\xi)(s)\nabla_h s. \quad (3.16)
\]

Alternatively, we can define them by verifying via the action of the \(Q\)-operator which is defined by \(Q\eta(t) = \eta(a + b - t)\).

**Definition 3.9.** (Q-Right weighted fractional sums into nabla) The left nabla weighted fractional sum of a function \(\eta\) defined on \(b, h \mathbb{N} = \{b, b - h, a - 2h, ...\}\) via a function \(\omega\) defined on \(b, h \mathbb{N}\) of order \(\alpha\), \(\Re(\alpha) > 0\) and ends at \(b\), is defined by

\[
(\omega, h \nabla_{b}^{-\alpha}\eta)(t) = \frac{1}{(Q\omega)(t)}h \nabla_{b}^{-\alpha}[(Q\omega)(t)\eta(t)]
\]

\[
= \frac{1}{(Q\omega)(t)\Gamma(\alpha)} \int_t^b (s - \rho_h(t))_{\nabla}^{\alpha-1}(Q\omega)(s)\eta(s)\Delta_h s. \quad (3.17)
\]

**Definition 3.10.** (Q-Right weighted fractional difference into nabla) The right nabla weighted fractional difference of a function \(\eta\) defined on \(b, h \mathbb{N} = \{b, b - h, a - 2h, ...\}\) via a function \(\omega\) defined on \(b, h \mathbb{N}\) of order \(\alpha\), \(\Re(\alpha) > 0\) and ends at \(b\), is defined by

\[
(\omega, h \nabla_{b}^\alpha\eta)(t) = \frac{1}{(Q\omega)(t)}h \nabla_{b}^{\alpha}[(Q\omega)(t)\eta(t)]
\]

\[
= \frac{1}{(Q\omega)(t)\Gamma(-\alpha)} \int_t^b (s - \rho_h(t))_{\nabla}^{-\alpha-1}(Q\omega)(s)\eta(s)\Delta_h s. \quad (3.18)
\]

**Remark 3.11.** The weighted fractional sums and differences have the following properties:
1. If $\omega$ satisfies $\omega(t)\omega(a + b - t) = 1$, the weighted fractional sums and differences defined in by the verification of by parts coincide with the corresponding Q—ones. In particular, it is the case when $\omega(t) = 1$, which gives the classical discrete fractional operators. Another example, when $\omega(t) = \frac{t}{b-t}$ and $a = 0$. Notice that, this $\omega(t)$ is strictly increasing on $b-h,hN$.

2. The following Q—relations are valid:

- $Q\left(\omega_a,\omega_h\eta\right)(t) = (Q_{\omega_h}\omega^{-\alpha}_b\eta)(t)$.
- $Q\left(\omega_a\omega_h\eta\right)(t) = (Q_{\omega_h}\omega^{-\alpha}_b\eta)(t)$.
- $Q\left(\omega_a\omega_h\eta\right)(t) = (Q_{\omega_h}\omega^{-\alpha}_b\eta)(t)$.

3. If the weighted function $\omega(t)$ satisfies the following tempered type conditions

(a) $\omega(t+s) = \omega(t)\omega(s)$

(b) $\omega(-t) = \omega^{-1}(t)$ and $\omega^{-1}(-t) = \omega(t)$,

then we have

- $(a\omega^{-\alpha}_hQ\psi)(t) = Q(\omega_h\omega^{-\alpha}_b\psi)(t) = (\omega_h\omega^{-\alpha}_b\psi)(a + b - t)$.
- $(a\omega^{-\alpha}_hQ\psi)(t) = Q(\omega_h\omega^{-\alpha}_b\psi)(t) = (\omega_h\omega^{-\alpha}_b\psi)(a + b - t)$.
- $(a\omega^{-\alpha}_hQ\psi)(t) = Q(\omega_h\omega^{-\alpha}_b\psi)(t) = (\omega_h\omega^{-\alpha}_b\psi)(a + b - t)$.

The proof can be done by definition and Lemma 2.23. For example, to prove the first part, by the help of the first part of Lemma 2.23 and the properties of $\omega(t)$, we have

\[
Q(\omega_h\omega^{-\alpha}_b\psi)(t) = Q[\omega(t)\omega^{-\alpha}_h(\omega^{-1}(t)\psi(t))]
\]

The proof the other parts is similar. However, in the proof of the second part, we make use of the second part of Lemma 2.23 and the third part by making use of the third part of Lemma 2.23.

Above, we called this weighted by tempered type, since we can choose $\omega(t)$ the nabla exponential function and $\omega^{-1}(t)$ its minus circle exponential function [16].

**Theorem 3.12.** (The semi-group property for tempered sums) Let $\alpha > 0$, $\mu > 0$, $h > 0$. If $\psi$ is defined on $N_{a,h}$, then for all $t \in N_{a+h,h}$, we have

\[
(a\omega^{-\mu}_h,a\omega^{-\alpha}_h\psi)(t) = (a\omega^{-\alpha}_h,\omega^{-\mu}_h\psi)(t) = (a\omega^{-\alpha}_h,a\omega^{-\mu}_h\psi)(t).
\]
Similarly, if \( \psi \) is defined on \( b, h \mathbb{N} \), then for all \( t \in b-h, h \mathbb{N} \), we have

\[
(\omega_h \nabla_b^{-\mu} \omega_h \nabla_b^{-\alpha} \psi)(t) = (\omega_h \nabla_b^{-\alpha} \omega_h \nabla_b^{-\mu} \psi)(t). \tag{3.21}
\]

**Proof.** By the help of Lemma 2.22, we have

\[
(\omega_h \nabla_b^{-\mu} \omega_h \nabla_b^{-\alpha} \psi)(t) = \omega^{-1}(t) \omega_h \nabla_b^{-\mu} \omega(t) \omega_h \nabla_h^{-\alpha} \psi(t) = \omega^{-1}(t) \omega_h \nabla_h^{-\mu} \omega(t) \nabla_h^{-\alpha} \psi(t)
\]

\[
= \omega^{-1}(t) \omega_h \nabla_h^{-\mu} \omega(t) \omega_h \nabla_h^{-\alpha} \psi(t)
\]

The proof of (3.21) is similar. \( \Box \)

### 3.2. In the delta setting

**Definition 3.13.** (Left weighted fractional sums into delta) The left delta weighted fractional sum of a function \( \eta \) defined on \( \mathbb{N}_{a, h} = \{a, a + h, a + 2h, \ldots\} \) via a function \( \omega \) defined on \( \mathbb{N}_{a, h} \) of order \( \alpha \), \( \Re(\alpha) > 0 \) and starts at \( a \), is defined by

\[
(\omega \nabla_h^{-\alpha} \eta)(t) = \frac{1}{\omega(t)} \omega \nabla_h^{-\alpha} \eta(t) = \frac{1}{\omega(t) \Gamma(\alpha)} \int_a^{\sigma_h(t-\alpha h)} (t - \sigma_h(s))^{(\alpha-1)} \omega(s) \eta(s) \Delta_h s, \quad t \in \mathbb{N}_{a, \alpha h}. \tag{3.22}
\]

**Definition 3.14.** (Left weighted fractional difference into delta) The left delta weighted fractional difference of a function \( \eta \) defined on \( \mathbb{N}_{a, h} = \{a, a + h, a + 2h, \ldots\} \) via a function \( \omega \) defined on \( \mathbb{N}_{a, h} \) of order \( \alpha \), \( \Re(\alpha) > 0 \) and starts at \( a \), is defined by

\[
(\omega \nabla_h^{\alpha} \eta)(t) = \frac{1}{\omega(t)} \omega \nabla_h^{\alpha} \eta(t) = \frac{1}{\omega(t) \Gamma(-\alpha)} \int_a^{\sigma_h(t-\alpha h)} (t - \sigma_h(s))^{(-\alpha-1)} \omega(s) \eta(s) \Delta_h s, \tag{3.23}
\]

where \( t \in \mathbb{N}_{a+(n-\alpha)h, h} \).

**Definition 3.15.** (Right weighted fractional sums into delta) The right delta weighted fractional sum of a function \( \eta \) defined on \( b, h \mathbb{N} = \{b, b - h, b - 2h, \ldots\} \) via a function \( \omega \) defined on \( b, h \mathbb{N} \) of order \( \alpha \), \( \Re(\alpha) > 0 \) and ends at \( b \), is defined by

\[
(\omega \nabla_b^{-\alpha} \eta)(t) = \frac{\omega(t)}{\Gamma(\alpha)} \int_{\sigma_h(t+\alpha h)}^{b} (s - \sigma_h(t))^{(\alpha-1)} \omega^{-1}(s) \eta(s) \nabla_h s, \tag{3.24}
\]

where \( t \in b-\alpha h, h \mathbb{N} \).
Definition 3.16. (Right weighted fractional difference into delta) The right delta weighted fractional difference of a function \( \eta \) defined on \( \mathbb{b,b}^{\mathbb{N}} = \{ b, b - h, a - 2h, ... \} \) via a function \( \omega \) defined on \( \mathbb{b,b}^{\mathbb{N}} \) of order \( \alpha \), \( \Re(\alpha) > 0 \) and ends at \( b \), is defined by

\[
(\omega, b A^\alpha_{b} \eta)(t) = \omega(t) h A^\alpha_{b}[\omega^{-1}(t)\eta(t)]
\]

\[
= \frac{\omega(t)}{\Gamma(-\alpha)} \int_{\rho \phi(t - \alpha h)}^{b} (s - \sigma_{h}(t))h^{(-\alpha - 1)}\omega^{-1}(s)\nabla_{h}s,
\]

(3.25)

where \( t \in b - (n - \alpha)h, b \in \mathbb{N} \).

Remark 3.17. For \( \omega(t) = t \) in Definition 3.13 and Definition 3.15, we get the definitions in Section 1.3 in [9].

The following fractional summation by parts is a modification of Proposition 4.5 in [8] to \( h \)-step and under a weight function.

Proposition 3.18. (Delta summation by parts) Assume \( \eta \) and \( \xi \) are defined on \( \mathbb{N}_{a,h} \cap b, b^{\mathbb{N}}, \)

\( b = a + kh \) for some \( k \in \mathbb{N} \). Then, we have

\[
\int_{a + h}^{b} \xi(s) \left( a + h A^\alpha_{a + h} \eta \right) |s + \alpha h| A_{h}s = \int_{a + h}^{b} \eta(s) \left( a + h A^\alpha_{a + h} \xi \right) |s + \alpha h| A_{h}s.
\]

(3.26)

Proof. The proof is similar to that in Proposition 3.5 and follows by definition, interchanging the order of \( h \)-summations and by noting that \( s - \sigma_{h}(r - \alpha h) = s + \alpha h - \sigma_{h}(r) \).

\( \Box \)

Proposition 3.19. If \( (\Delta^{1}_{\omega,h} \eta)(t) = \omega^{-1}(t)\Delta_{h}[\omega(t)\eta(t)] \) and \( (\Delta^{n}_{\omega,h} \eta)(t) \) is the applying of \( \Delta^{1}_{\omega,h} \) on \( \eta \) for \( n \) times, then

\[
(\omega, a A^\alpha_{a} \eta)(t) = (\Delta_{\omega,h}^{n} a A^{-(n - \alpha)}_{\omega,h} \eta)(t), \quad n = |\mathcal{R}(\alpha)| + 1.
\]

(3.27)

Proof. The proof is similar to that in Proposition 3.7. In fact, it follows by employing the identities Using the identities

\[
\Delta_{h} \int_{a}^{t + \alpha h + h} \Psi(s,t) A_{h}s = \int_{a}^{t + \alpha h + h} \Delta_{h} \Psi(s,t) A_{h}s + \Psi(t + \alpha h, t + h), \quad t \in \mathbb{N}_{a + (1 - \alpha)h, h},
\]

\( \nabla_{h} \) with respect to \( t \), and

\[
\Delta_{h}(t - \sigma_{h}(s))^{(\alpha)}_{h} = \alpha(t - \sigma_{h}(s))^{(\alpha - 1)}_{h}.
\]

(3.29)

\( \Box \)

Proposition 3.20. If \( (\Delta^{\otimes 1}_{\omega,h} \eta)(t) = -\omega(t)\nabla_{h}[\omega^{-1}(t)\eta(t)] \) and \( (\Delta^{\otimes n}_{\omega,h} \eta)(t) \) is the applying of \( \Delta^{\otimes 1}_{\omega,h} \) on \( \eta \) for \( n \) times, then

\[
(\omega, b A^\alpha_{b} \eta)(t) = (\Delta_{\omega,h}^{\otimes n} \omega, h, A^{-(n - \alpha)}_{b} \eta)(t), \quad n = |\mathcal{R}(\alpha)| + 1.
\]

(3.30)
Proof. The proof is similar to that in Proposition 3.19 and follows by the identities
\[ \nabla_h \int_{t-\alpha h}^b \psi(s,t) \nabla_h s = \int_{t-\alpha h}^b \nabla_h \psi(s,t) \nabla_h s - \psi(t-\alpha h, t), \] (3.31)
\[ \nabla_h \text{ with respect to } t, \text{ and} \]
\[ \nabla_h (s - \sigma_h(t))^{(\alpha)}_h = -\alpha (s - \sigma_h(t))^{(\alpha-1)}_h. \] (3.32)

In fact, Proposition 3.18 is also valid when we replace \( \alpha \) by \(-\alpha\). Hence, the following integration by parts is also valid.

**Proposition 3.21.** (Delta by parts of the weighted fractional differences) Assume \( \eta \) and \( \xi \) are defined on \( \mathbb{R} \) and \( \mathbb{N} \), \( b = a + kh \) for some \( k \in \mathbb{N} \). Then, we have
\[ \int_{a+kh}^b \xi(s) (a+kh)^\omega_h \eta(s) (s - \alpha h) \Delta_h s = \int_{a+kh}^b \eta(s) (b, \omega_h \Delta_{b-h} \xi)(s + \alpha h) \Delta_h s. \] (3.33)

**Remark 3.22.** The same steps can be carried to the delta case as done in Definition 3.9, Definition 3.10 and in Remark 3.11. However, nabla will be replaced by delta and the action of the Q operator for delta fractional sums and differences will be used. Also, we have to care about the domain of the delta defined fractional difference and sum operators.

4. The weighted Caputo fractional differences and sums

4.1. In the nabla setting

**Definition 4.1.** (The weighted \( h \)-Caputo fractional differences) Let \( \alpha > 0 \), \( n = [\alpha] + 1 \), \( h > 0 \), \( a < b \in \mathbb{R} \), and assume \( f \) and \( \omega \) are defined on \( \mathbb{N} \) for the left case and on \( b+(n-1)h, \mathbb{N} \) for the right case. Then the left weighted \( h \)-Caputo fractional difference of order \( \alpha \) starting at \( a \) and via \( \omega \) is defined by
\[ (\nabla_a^n \alpha \omega_h f)(t) = \omega_h \nabla_a^{-n-\alpha}_h (\nabla^n_{\omega, h} f)(t), \]
and the right one ending at \( b \) by
\[ (\omega_h \nabla_b^{\alpha} f)(t) = \omega_h \nabla_b^{-n-\alpha}_h (\nabla^n_{\omega, h} f)(t), \]
where \( (\nabla_{\omega, h} \eta(t)) \) is the application of \( (\nabla^1_{\omega, h} \eta)(t) = \omega^{-1}(t) \nabla_h [\omega(t) \eta(t)] \) \( n \) times,
and \( (\nabla^{\omega, n}_{\omega, h} \eta)(t) \) is the application of \( (\nabla^1_{\omega, h} \eta)(t) = -\omega(t) \Delta_h [\omega^{-1}(t) \eta(t)] \) \( n \) times.

For \( h = 1, \omega(t) = 1 \), we obtain the definitions given in [7, 8].
The multiplication of (4.5) by \( \omega \) for the left case and on \( (n-1) \) \( \omega \) for the right case, the weighted left and right h-Caputo differences via \( \omega \) are defined by

\[
(C_{a,h}^\omega f)(t) = \omega^{-1}(t) C_{a,h}^\omega \omega f(t), \quad t \in N_{a,h,h}.
\]  

(4.1)

The right \( \omega \)-weighted h–Caputo fractional difference of order \( \alpha \) ending at \( b \) is defined by

\[
(C_{\omega,h}^\alpha b f)(t) = \omega(t) C_{\omega,h}^\alpha \omega^{-1}(t) f(t), \quad t \in [a,b]_h,N.
\]  

(4.2)

This clear by splitting \((\nabla_{\omega,h}^\alpha (\eta(t)))\) in the left case and \((\nabla_{\omega,h}^\alpha (\eta(t)))\) in the right case.

**Theorem 4.3.** *(The relation between weighted Riemann and Caputo types)* For any \( \alpha \in C \), with \( \text{Re}(\alpha) > 0 \), \( n = [\text{Re}(\alpha)] + 1 \) and \( \xi, \omega \) defined on a suitable domain, we have

\[
(C_{a,h}^\omega t (\alpha, t) \xi(t))(t) = (C_{a}^\omega t (\xi(t))(t) - \omega^{-1}(t) \frac{(t-a)^{\alpha-1}}{\Gamma(\alpha)} \sum_{k=0}^{n-1} \Gamma(k+1-\alpha)(\nabla_{\omega,h}^k(\omega(t)(\xi(t))))(a). \]

(4.3)

Similarly, for the right case, we have

\[
(C_{\omega,h}^\alpha b (\xi(t))(t) = (\omega(t) \nabla_{\omega,h}^\alpha (\xi(t))(t)
- \omega(t) \frac{(b-t)^{\alpha-1}}{\Gamma(\alpha)} \sum_{k=0}^{n-1} \Gamma(k+1-\alpha)(\nabla_{\omega,h}^k(\omega(t)(\xi(t))))(b). \]

(4.4)

**Proof.** In (2.38) set \( f(t) = \omega(t)(\xi(t)) \) to get

\[
(C_{a,h}^\alpha \omega(t)(\xi(t))(t) = (C_{a,h}^\alpha \omega(t)(\xi(t))(t)
- \frac{(t-a)^{\alpha-1}}{\Gamma(\alpha)} \sum_{k=0}^{n-1} \Gamma(k+1-\alpha)(\nabla_{\omega,h}^k(\omega(t)(\xi(t))))(a). \]

(4.5)

The multiplication of (4.5) by \( \omega^{-1}(t) \) will imply that

\[
(C_{a,h}^\alpha \omega(t)(\xi(t))(t) = (C_{a,h}^\alpha \omega(t)(\xi(t))(t)
- \omega^{-1}(t) \frac{(t-a)^{\alpha-1}}{\Gamma(\alpha)} \sum_{k=0}^{n-1} \Gamma(k+1-\alpha)(\nabla_{\omega,h}^k(\omega(t)(\xi(t)))) \]

(4.6)

To prove the right case set \( f(t) = \omega^{-1}(t)(\xi(t)) \) in (2.39) and then multiply by \( \omega(t) \). \qed
4.2. In the delta setting

**Definition 4.4.** (Left weighted Caputo fractional difference into delta) The left delta weighted fractional difference of a function $\eta$ defined on $\mathbb{N}_{a,h} = \{a, a + h, a + 2h, \ldots\}$ via a function $\omega$ defined on $\mathbb{N}_{a,h}$ of order $\alpha$, $\text{Re}(\alpha) > 0$ and starts at $a$, is defined by

\[
\left( {\Delta}^\alpha_{a,h} \eta \right)(t) = \frac{1}{\omega(t)} {\Delta}^\alpha_{a,h} [\omega(t) \eta(t)],
\]

where $t \in \mathbb{N}_{a+(n-\alpha)h,h}$ and $\Delta^\alpha_{a,h}$ is the left Caputo fractional difference.

**Definition 4.5.** (Right Caputo weighted fractional differences into delta) The right delta weighted fractional sum of a function $\eta$ defined on $\mathbb{N}_{b,h} = \{b, b - h, b - 2h, \ldots\}$ via a function $\omega$ defined on $\mathbb{N}_{b,h}$ of order $\alpha$, $\text{Re}(\alpha) > 0$ and ends at $b$, is defined by

\[
\left( \Delta^\alpha_{b,h} \eta \right)(t) = \omega(t) \sum_{k=0}^{n-1} \frac{(t-a)_{h}^{k-\alpha}}{\Gamma(k+1-\alpha)} (\Delta_0^k [\omega(t) \eta(t)]) (a).
\]

**Theorem 4.6.** (The relation between weighted Riemann and Caputo types) For any $\alpha \in \mathbb{C}$ with $\text{Re}(\alpha) > 0$, $n = [\text{Re}(\alpha)] + 1$ and $\xi$, $\omega$ defined on a suitable domain, we have

\[
\left( \Delta^\alpha_{a,h} \xi \right) = \left( \Delta^\alpha_{a,h} \omega \right) \xi(t) - \omega^{-1}(t) \sum_{k=0}^{n-1} \frac{(t-a)_{h}^{k-\alpha}}{\Gamma(k+1-\alpha)} (\Delta_0^k [\omega(t) \xi(t)]) (a).
\]

*Proof.* In Proposition 2.11 set $f(t) = \omega(t) \xi(t)$ to get

\[
\left( \Delta^\alpha_{a,h} \omega(t) \xi(t) \right)(t) = \left( \Delta^\alpha_{a,h} \omega \right) \xi(t)(t)
\]

\[
- \sum_{k=0}^{n-1} \frac{(t-a)_{h}^{k-\alpha}}{\Gamma(k+1-\alpha)} (\Delta_0^k [\omega(t) \xi(t)]) (a).
\]

The multiplication of (4.11) by $\omega^{-1}(t)$ will imply that

\[
\left( \Delta^\alpha_{a,h} \omega(t) \xi(t) \right)(t) = \left( \Delta^\alpha_{a,h} \omega \right) \xi(t)
\]

\[
- \omega^{-1}(t) \sum_{k=0}^{n-1} \frac{(t-a)_{h}^{k-\alpha}}{\Gamma(k+1-\alpha)} (\Delta_0^k [\omega(t) \xi(t)])
\]

To prove the right case set $f(t) = \omega^{-1}(t) \xi(t)$ in the right identity in Proposition 2.11 and then multiply by $\omega(t).$
5. The Leibniz type rules

This section provides the tool to transform fractional for nabla and delta weighted difference equations to summation equations so that the method of successive approximation can be applied. The first theorem is dealing with the Caputo case in the nabla setting.

**Theorem 5.1.** (The application of the sum on the Caputo weighted difference-Leibniz Rule) Assume \( \alpha, h > 0 \) and \( \xi, \omega \) are defined on \( \mathbb{N}_{a-(n-1)h, h} \) in the left case and on \( \mathbb{N}_{b+(n-1)h, h} \) in the right case. Then, we have

\[
a_{\omega, h} \nabla^{-\alpha} \omega_h \nabla^{\alpha} \xi(t) = \left[ \xi(t) - \omega^{-1}(t) \sum_{k=0}^{n-1} \frac{(t-a)^{\!k}}{k!} \left( \nabla^k_h \omega(t) \xi(t) \right) (a) \right], \tag{5.1}
\]

and

\[
\omega_h \nabla^{-\alpha} b \omega_h \nabla^{\alpha} \xi(t) = \left[ \xi(t) - \omega(t) \sum_{k=0}^{n-1} \frac{(b-t)^{\!k}}{k!} \left( \nabla^k_h \omega^{-1}(t) \xi(t) \right) (b) \right]. \tag{5.2}
\]

In particular, if \( 0 < \alpha \leq 1 \), we have

\[
a_{\omega, h} \nabla^{-\alpha} \omega_h \nabla^{\alpha} \xi(t) = \xi(t) - \omega^{-1}(t) \omega(a) \xi(a), \tag{5.3}
\]

and

\[
\omega_h \nabla^{-\alpha} \omega_h \nabla^{\alpha} \xi(t) = \xi(t) - \omega(t) \omega^{-1}(b) \xi(b). \tag{5.4}
\]

**Proof.** Using the \( \omega \)-weighted fractional sum and Caputo difference definitions and by applying the Leibniz rule (2.34), we obtain

\[
a_{\omega, h} \nabla^{-\alpha} \omega_h \nabla^{\alpha} \xi(t) = \omega^{-1}(t) \left[ \omega(t) \nabla_{\omega, h}^{-\alpha} \left[ \nabla^{\alpha} \omega_h \nabla^{\alpha} \xi(t) \right] \right] = \omega^{-1}(t) \omega(t) \nabla^{-\alpha} \omega_h \nabla^{\alpha} \left[ \omega(t) \xi(t) \right] = \omega^{-1}(t) \omega(t) \nabla^{-\alpha} \omega_h \nabla^{\alpha} \xi(t) = \omega^{-1}(t) \left[ \omega(t) \xi(t) \right] - \sum_{k=0}^{n-1} \frac{(t-a)^{\!k}}{k!} \left( \nabla^k_h \omega(t) \xi(t) \right) (a)
\]

The right case is similar and can be proved by making use of (2.36).

**Remark 5.2.** Using the definitions and the fact that \( a \nabla_{\omega}^{-\alpha} \nabla_{\omega}^{\alpha} \xi(t) = \xi(t) \), it is straightforward to show that

\[
a_{\omega, h} \nabla^{-\alpha} \omega_h \nabla^{\alpha} \xi(t) = \xi(t). \tag{5.5}
\]

Indeed, we have
Then, we have

\[ a \nabla_{\omega, h}^{-\alpha} a \nabla_{\omega, h}^{-\alpha} \xi(t) = \omega^{-1}(t) a \nabla_{h}^{-\alpha}[\omega(t)(a \nabla_{h}^{-\alpha} \xi)(t)] \]

\[ = \omega^{-1}(t) a \nabla_{h}^{-\alpha}[\omega(t)\omega^{-1}(t)(a \nabla_{h}^{-\alpha} \xi)(t)] \]

\[ = \omega^{-1}(t)\omega(t)\xi(t) \]

\[ = \xi(t). \]

Hence, it logical to generate fractional \( \omega \)-weighted initial value difference equations in the setting of Riemann by starting at \( a - 1 \). For example the following system is of interest

\[ a - h \nabla_{\omega, h}^{\alpha} \xi(t) = f(t, x(t)), \quad \xi(a) = c_0, \quad 0 < \alpha \leq 1, \quad h > 0. \]  \( \text{(5.6)} \)

For the \( h = 1 \), \( \omega(t) = 1 \) case we refer to \[8\]. For the \( h \in \mathbb{Z} \) case with \( \omega(t) = 1 \) we refer to \[12\]. Indeed, in \[12\], for \( \alpha \in (0, 1] \), it was proved that

\[ a \nabla_{h}^{\alpha} a - h \nabla_{h}^{\alpha} \xi(t) = \xi(t) - \frac{h^{1-\alpha}}{\Gamma(\alpha)} (t - a + h) h^{-\alpha-1} \omega^{-1}(t)\omega(a)\xi(a). \]

\( \text{(5.7)} \)

As a result of (5.7), it is straightforward to show that

\[ a \nabla_{\omega, h}^{\alpha} a - h \nabla_{\omega, h}^{\alpha} \xi(t) = \xi(t) - \frac{h^{1-\alpha}}{\Gamma(\alpha)} (t - a + h) h^{-\alpha-1} \omega^{-1}(t)\omega(a)\xi(a). \]

\( \text{(5.8)} \)

The next theorem is about the delta Caputo weighted Leibniz rule whose proof is similar to the nabla case and can be proved by the help of the delta Caputo Leibniz rule in the non-weighted case as stated in Proposition 2.16.

**Theorem 5.3.** (*The application of the sum on the Caputo weighted difference- Leibniz Rule*)

*Assume \( \alpha, h > 0 \) and \( \omega \) are defined on \( N_{a, h} \) in the left case and on \( b, h, N \) in the right case. Then, we have*

\[ a + (n - \alpha)h \Delta_{\omega, h}^{-\alpha} C_{\omega, h}^{\alpha} \xi(t) = \left[ \xi(t) - \omega^{-1}(t) \sum_{k=0}^{n-1} \frac{(t - a)_{h}^{(k)}}{k!} (\Delta_{h}^{k} \omega(t)\xi(t)) (a) \right], \]

\( \text{(5.9)} \)

and

\[ \omega_{h} \Delta_{b - (n - \alpha)h}^{-\alpha} C_{\omega, h}^{\alpha} \xi(t) = \left[ \xi(t) - \omega(t) \sum_{k=0}^{n-1} \frac{(b - t)_{h}^{(k)}}{k!} (\Delta_{h}^{k} \omega^{-1}(t)\xi(t)) (b) \right]. \]

\( \text{(5.10)} \)

*In particular, if \( 0 < \alpha \leq 1 \), we have*

\[ a + (n - \alpha)h \nabla_{\omega, h}^{-\alpha} C_{\omega, h}^{\alpha} \xi(t) = \xi(t) - \omega^{-1}(t)\omega(a)\xi(a), \]

\( \text{(5.11)} \)

and

\[ \omega_{h} \nabla_{b - (n - \alpha)h}^{-\alpha} C_{\omega, h}^{\alpha} \xi(t) = \xi(t) - \omega(t)\omega^{-1}(b)\xi(b). \]

\( \text{(5.12)} \)
Making use of Lemma 2.15, we can state the following Leibniz rule in the frame of Riemann-Liouville.

**Proposition 5.4.** For \( \alpha \in (0, 1] \), \( h > 0 \) and \( \xi \) define on \( N_{a,h} \), we have

\[
 a + (1-\alpha)h \Delta^{-\alpha}_{\omega,h} a \Delta^{\alpha}_{\omega,h} \xi(t) = \psi(t) - h^{1-\alpha} (t - a - (1-\alpha)h)^{(\alpha-1)} \omega(a) \omega^{-1}(t) \xi(a) / \Gamma(\alpha) .
\]

(5.13)

In particular, if \( \omega(t) \) is of tempered type, then we have

\[
 a + (1-\alpha)h \Delta^{-\alpha}_{\omega,h} a \Delta^{\alpha}_{\omega,h} \xi(t) = \psi(t) - h^{1-\alpha} (t - a - (1-\alpha)h)^{(\alpha-1)} \omega^{-1}(t - a) \xi(a) / \Gamma(\alpha) .
\]

(5.14)

6. More integration by parts

6.1. In the nabla setting

The following h-discrete tempered integration by parts are to interchange between the Caputo and Riemann differences. In fact, by use the nabla integration by parts on the \( hZ \) time scale [16]:

\[
 \int_{a}^{b} f(t) \nabla_{h} g(t) \nabla_{h} t = f(t) g(t) |_{a}^{b} - \int_{a}^{b} g(t-h) \nabla_{h} f(t) \nabla_{h} t, \quad b - a = kh, \quad k \in \mathbb{N} .
\]

(6.1)

**Proposition 6.1. (Nabla by parts for the tempered fractional differences from left Caputo to right Riemann)** Assume \( \eta \) and \( \xi \) are defined on \( N_{a,h} \cap b,h \mathbb{N} \), \( b = a + kh \) for some \( k \in \mathbb{N} \). Then, we have

\[
 \int_{a}^{b-h} \xi(s) \left( \frac{C_{a} \Delta^{\alpha}_{\omega,h} \eta(s)}{\nabla_{h} s} \right) \nabla_{h} s = \eta(s) \omega_{,h} \nabla_{b}^{(1-\alpha)} \xi(s) |_{a}^{b-h} + \int_{a-h}^{b-2h} \eta(s) \omega_{,h} \nabla_{h}^{\alpha} \xi(s) |_{a-h}^{b-h} .
\]

(6.2)

(6.3)

*Proof.* From Remark 4.2, Proposition 3.5 with \( \omega(t) = 1 \), (6.1), and Definition 3.4, we proceed by
Assume Proposition 6.3. (Nabla by parts for the tempered fractional differences from left Riemann to right Caputo)

Then, we have

\[
\int_{a}^{b-h} \xi(s) \left( \frac{C}{a} \nabla_{\omega,h}^\alpha \eta \right)(s) \nabla_h s = \int_{a}^{b-h} \xi(s) \omega^{-1}(s) \frac{C}{a} \nabla_h^\alpha (\omega(s) \eta(s)) \nabla_h s
\]

\[
= \int_{a}^{b-h} \xi(s) \omega^{-1}(s) \frac{C}{a} \nabla_h^{-\alpha} \nabla_h [\omega(s) \eta(s)] \nabla_h s
\]

\[
= \int_{a}^{b-h} \eta(s) \omega(s) \nabla_b^{-\alpha} \left[ \omega^{-1}(s) \xi(s) \right] \nabla_h [\omega(s) \eta(s)] \nabla_h s
\]

\[
- \int_{a}^{b-h} \eta(s-h) \omega(s-h) \nabla_h \left[ \nabla_b^{-\alpha} \left[ \omega^{-1}(s) \xi(s) \right] \right] \nabla_h s
\]

\[
= \eta(s) \omega_h \nabla_b^{-\alpha} \xi(s) |_{a}^{b-h} + \int_{a}^{b-h} \eta(s-h) \omega(s-h) (\omega^{-1}(s) \xi(s)) \nabla_h s
\]

\[
= \eta(s) \omega_h \nabla_b^{-\alpha} \xi(s) |_{a}^{b-h} + \int_{a}^{b-h} \eta(s-h) \omega(s-h) \nabla_h \left[ \nabla_b^{-\alpha} \left[ \omega^{-1}(s) \xi(s) \right] \right] \nabla_h s
\]

\[
= \eta(s) \omega_h \nabla_b^{-\alpha} \xi(s) |_{a}^{b-h} + \int_{a-h}^{b-2h} \eta(s) \omega_h \nabla_b^{-\alpha} \xi(s) \nabla_s h
\]

(6.4)

\[\Box\]

**Remark 6.2.** If we let \(\omega(t) = 1\) and \(h = 1\) in Proposition 6.1, then we recover Theorem 43 in [7].

In the next result, we use the following version of integration by parts [16]:

\[
\int_{a}^{b} f^p(t) \nabla_h g(t) \nabla_h t = f(t)g(t) |_{a}^{b} - \int_{a}^{b} g(t) \nabla_h f(t) \nabla_h t, \ b - a = kh, \ k \in \mathbb{N},
\]

(6.5)

where \(f^p(t) = f(t - h)\).

**Proposition 6.3.** (Nabla by parts for the tempered fractional differences from left Reimann to right Caputo) Assume \(\eta\) and \(\xi\) are defined on \(\mathbb{N}_{a,h} \cap \mathbb{N}_{b,h}\), \(b = a + kh\) for some \(k \in \mathbb{N}\). Then, we have

\[
\int_{a}^{b-h} \xi(s) \left( \frac{C}{a} \nabla_{\omega,h}^\alpha \eta \right)(s) \nabla_h s = \omega^{-1}(s+h) \frac{C}{a} \nabla_h^{-\alpha} \left[ \eta(s) \omega(s) \xi(s) \right] \nabla_h s |_{a}^{b-h} + \int_{a}^{b-h} \eta(s) \frac{C}{\omega_h} \nabla_b^\alpha \xi(s) \nabla_s h.
\]

(6.6)
Proof. From Definition 3.2, (6.5), Proposition 3.5 with $\omega(t) = 1$, and Remark 4.2, we proceed by

$$\int_{a}^{b-h} \xi(s) \left[ \frac{\partial}{\partial \omega_h \eta}(s) \right] \nabla h s$$

$$\int_{a}^{b-h} \xi(s) \omega^{-1}(s) \left[ \frac{\partial}{\partial \omega_h \eta}(s) \right] \nabla h s$$

$$= \int_{a}^{b-h} \xi(s) \omega^{-1}(s) \left[ \frac{\partial}{\partial \omega_h \eta}(s) \right] \nabla h s$$

$$= \omega^{-1}(s + h) \left[ \frac{\partial}{\partial \omega_h \eta}(s) \right] \nabla h \xi(s) \omega(s) \nabla h s$$

$$- \int_{a}^{b-h} \omega^{-1}(s + h) \left[ \frac{\partial}{\partial \omega_h \eta}(s) \right] \nabla h \xi(s) \omega(s) \nabla h s$$

$$= \omega^{-1}(s + h) \left[ \frac{\partial}{\partial \omega_h \eta}(s) \right] \nabla h \xi(s) \omega(s) \nabla h s$$

$$- \int_{a}^{b-h} \omega^{-1}(s + h) \left[ \frac{\partial}{\partial \omega_h \eta}(s) \right] \nabla h \xi(s) \omega(s) \nabla h s$$

$$= \omega^{-1}(s + h) \left[ \frac{\partial}{\partial \omega_h \eta}(s) \right] \nabla h \xi(s) \omega(s) \nabla h s$$

$$+ \int_{a}^{b-h} \omega^{-1}(s + h) \left[ \frac{\partial}{\partial \omega_h \eta}(s) \right] \nabla h \xi(s) \omega(s) \nabla h s$$

$$= \omega^{-1}(s + h) \left[ \frac{\partial}{\partial \omega_h \eta}(s) \right] \nabla h \xi(s) \omega(s) \nabla h s$$

$$+ \int_{a}^{b-h} \omega^{-1}(s + h) \left[ \frac{\partial}{\partial \omega_h \eta}(s) \right] \nabla h \xi(s) \omega(s) \nabla h s$$

$$\square$$

Remark 6.4. Other integration by parts can be formulated by changing the rule between $\omega$–weighted left and right and Riemann and Caputo settings. Also, all including the above ones can be generalized for the higher order.

6.2. In the delta setting

The following h-discrete tempered integration by parts are to interchange between the Caputo and Riemann differences. In fact, by use the nabla integration by parts on the hZ time scale [15]:

$$\int_{a}^{b} f(t) \Delta h g(t) \Delta h = f(t) g(t) \big|_{a}^{b} - \int_{a}^{b} g(t + h) \Delta h f(t) \Delta h, \quad b - a = kh, \quad k \in \mathbb{N}. \quad (6.7)$$
Proposition 6.5. (Nabla by parts for the tempered fractional differences from left Caputo to right Riemann) Assume \( \eta \) and \( \xi \) are defined on \( \mathbb{N}_{a,h} \cap b, h \mathbb{N} \), \( b = a + kh \) for some \( k \in \mathbb{N} \). Then, we have

\[
\int_{a}^{b} \xi(s)(\frac{C}{a+h} \Delta_{\omega,h}^{\alpha} \eta)(s + \alpha h) \Delta_{h} s
\]

\[
= \eta(s) \omega(s) \left( h \Delta_{b-h}^{-(1-\alpha)} [\omega^{-1}(\cdot + \alpha h) \xi(\cdot)](s - \alpha h) \right) \bigg|_{a}^{b-h}
\]

\[
+ \int_{a+2h}^{b+h} \eta(s) \left( \omega(s + \alpha h), h \Delta_{b-h}^{\alpha} \xi \right)(s - \alpha h) \Delta_{h} s.
\]

Proof. From Definition 4.4, Proposition 3.18 with \( \omega(t) = 1 \), (6.7), and Definition 3.16, we proceed by

\[
\int_{a}^{b} \xi(s)(\frac{C}{a+h} \Delta_{\omega,h}^{\alpha} \eta)(s + \alpha h) \Delta_{h} s
\]

\[
= \int_{a}^{b} \xi(s) \omega^{-1}(s + \alpha h) \frac{C}{a+h} \Delta_{h}^{\alpha} [\omega(\cdot) \eta(\cdot)](s + \alpha h) \Delta_{h} s
\]

\[
= \int_{a}^{b} \xi(s) \omega^{-1}(s + \alpha h) \left( a+h \Delta_{h}^{-(1-\alpha)} \Delta_{h} [\omega(\cdot) \eta(\cdot)] \right)(s + \alpha h) \Delta_{h} s
\]

\[
= \int_{a}^{b} \left( h \Delta_{b-h}^{-(1-\alpha)} [\omega^{-1}(\cdot + \alpha h) \xi(\cdot)] \right)(s - \alpha h) \Delta_{h} \omega(s) \eta(s) \Delta_{h} s
\]

\[
= \eta(s) \omega(s) \left( h \Delta_{b-h}^{-(1-\alpha)} [\omega^{-1}(\cdot + \alpha h) \xi(\cdot)] \right)(s - \alpha h) \bigg|_{a}^{b-h}
\]

\[
- \int_{a}^{b} \eta(s + h) \omega(s + h) \Delta_{h} \left( h \Delta_{b-h}^{-(1-\alpha)} [\omega^{-1}(\cdot + \alpha h) \xi(\cdot)] \right)(s + (1 - \alpha)h) \Delta_{h} s
\]

\[
= \eta(s) \omega(s) \left( h \Delta_{b-h}^{-(1-\alpha)} [\omega^{-1}(\cdot + \alpha h) \xi(\cdot)] \right)(s - \alpha h) \bigg|_{a}^{b-h}
\]

\[
+ \int_{a+2h}^{b+h} \eta(s) \left( \omega(s + \alpha h), h \Delta_{b-h}^{\alpha} \xi \right)(s + (1 - \alpha)h) \Delta_{h} s
\]

\[
= \eta(s) \omega(s) \left( h \Delta_{b-h}^{-(1-\alpha)} [\omega^{-1}(\cdot + \alpha h) \xi(\cdot)] \right)(s - \alpha h) \bigg|_{a}^{b-h}
\]

\[
+ \int_{a+2h}^{b+h} \eta(s) \left( \omega(s + \alpha h), h \Delta_{b-h}^{\alpha} \xi \right)(s - \alpha h) \Delta_{h} s.
\]
Remark 6.6. If we let \( \omega(t) = 1 \) and \( h = 1 \) in Proposition 6.5, then we recover the delta version of Theorem 43 in [7].

In the next result, we use the following version of integration by parts [15]:

\[
\int_a^b f'(t) \nabla_h g(t) \Delta_h t = f(t)g(t)|_a^b - \int_a^b g(t)\Delta_h f(t) \Delta_h t, \quad b - a = kh, \quad k \in \mathbb{N},
\]

where \( f'(t) = f(t + h) \).

Proposition 6.7. (Nabla by parts for the tempered fractional differences from left Reimann to right Caputo) Assume \( \eta \) and \( \xi \) are defined on \( \mathbb{N}_{a,h} \cap \mathbb{N} \), \( b = a + kh \) for some \( k \in \mathbb{N} \). Then, we have

\[
\int_a^b \xi(s)(a+h\Delta_h^{\alpha}(s-\alpha h),h)\eta(s+\alpha h)\Delta_h s = \xi(s-h)\omega^{-1}(s-h)\left( a+h\Delta_h^{\alpha}(s-\alpha h)\eta(s) \right)(s+\alpha h)|_a^b + \int_a^b \eta(s)\left( C\omega_h \Delta_h^{\alpha}(s-h)\xi(s) \right)(s-\alpha h)\Delta_h s.
\]

Proof. From Definition 3.14, (6.8), Proposition 3.18 with \( \omega(t) = 1 \), and Definition 4.5, we proceed by

\[
\int_a^b \xi(s)(a+h\Delta_h^{\alpha}(s-\alpha h),h)\eta(s+\alpha h)\Delta_h s = \int_a^b \xi(s)\omega^{-1}(s) a+h\Delta_h^{\alpha}(s-\alpha h)\eta(s)(s+\alpha h)\Delta_h s
\]

\[
= \int_a^b (\xi)(s)\omega^{-1}(s) a+h\Delta_h^{\alpha}(s-\alpha h)\eta(s)(s+\alpha h)\Delta_h s = \xi(s-h)\omega^{-1}(s-h)\left( a+h\Delta_h^{\alpha}(s-\alpha h)\eta(s) \right)(s+\alpha h)|_a^b
\]

\[
- \int_a^b \nabla_h[\xi(s)\omega^{-1}(s)]\left( a+h\Delta_h^{\alpha}(s-\alpha h)\eta(s) \right)(s+\alpha h)\Delta_h s = \xi(s-h)\omega^{-1}(s-h)\left( a+h\Delta_h^{\alpha}(s-\alpha h)\eta(s) \right)(s+\alpha h)|_a^b
\]

\[
+ \int_a^b \eta(s)\left( C\omega_h \Delta_h^{\alpha}(s-h)\xi(s) \right)(s-\alpha h)\Delta_h s.
\]

Above we have used the observations that \( \Delta_h g(s+\alpha h) = (\Delta_h g)(s+\alpha h) \) and \( \Delta_h g^\omega(s) = \nabla_h g(s) \).
Proof. The proofs follow by definitions and Lemma 2.21.

Example 7.1. Let $\alpha, \beta \in \mathbb{C}$ such that $\text{Re}(\alpha) > 0$ and $\text{Re}(\beta) > 0$. Then, we have

1. $(a \nabla_{\omega,h}^{-\alpha} \omega^{-1}(t)(t-a))^{\frac{\beta-1}{h}}(\tau) = \frac{\Gamma(\beta)}{\Gamma(\beta+\alpha)} \omega^{-1}(\tau-a)^{\frac{\beta}{h}+\frac{\beta-1}{h}}, \quad \text{Re}(\alpha) > 0.$

2. $(\omega,h \nabla_{b}^{-\alpha} \omega(t)(b-t))^{\frac{\beta-1}{h}}(\tau) = \frac{\Gamma(\beta)}{\Gamma(\beta+\alpha)} \omega(\tau-b)^{\frac{\beta}{h}+\frac{\beta-1}{h}}, \quad \text{Re}(\alpha) > 0.$

3. $(a \nabla_{\omega,h}^{-\alpha} \omega^{-1}(t)(t-a))^{\frac{\beta-1}{h}}(\tau) = \frac{\Gamma(\beta)}{\Gamma(\beta+\alpha)} \omega^{-1}(\tau-a)^{\frac{\beta-1}{h}-\alpha}, \quad \text{Re}(\alpha) \geq 0.$

4. $(\omega,h \nabla_{b}^{-\alpha} \omega(t)(b-t))^{\frac{\beta-1}{h}}(\tau) = \frac{\Gamma(\beta)}{\Gamma(\beta-\alpha)} \omega(\tau-b)^{\frac{\beta-1}{h}-\alpha}, \quad \text{Re}(\alpha) \geq 0.$

Proof. The proofs follow by definitions and Lemma 2.21.

Example 7.2. Let $\alpha, \beta \in \mathbb{C}$ be such that $\text{Re}(\alpha) > 0$ and $\text{Re}(\beta) > 0$. Then, for any weighted function $\omega$ defined on $\mathbb{N}_{a-(n-1)h,h}$ for the left case and on $\mathbb{N}_{b+(n-1)h,h}$ for the right case and $n = \lfloor \text{Re}(\alpha) \rfloor + 1$ we have

1. $(C_a \nabla_{\omega,h}^{-\alpha} \omega^{-1}(t)(t-a))^{\frac{\beta-1}{h}}(\tau) = \frac{\Gamma(\beta)}{\Gamma(\beta-\alpha)} \omega^{-1}(\tau-a)^{\frac{\beta-1}{h}-\alpha}, \quad \text{Re}(\beta) > n.$

2. $(C_{\omega,h} \nabla_{b}^{-\alpha} \omega(t)(b-t))^{\frac{\beta-1}{h}}(\tau) = \frac{\Gamma(\beta)}{\Gamma(\beta-\alpha)} \omega(\tau-b)^{\frac{\beta-1}{h}-\alpha}, \quad \text{Re}(\beta) > n.$

For $k = 0, 1, \ldots, n-1$, we have $(C_a \nabla_{\omega,h}^{-\alpha} \omega^{-1}(t)(t-a))^{\frac{\beta-1}{h}}(\tau) = 0$ and $(C_{\omega,h} \nabla_{b}^{-\alpha} \omega(t)(b-t))^{\frac{\beta-1}{h}}(\tau) = 0$. In particular, $(C_a \nabla_{\omega,h}^{-\alpha} \omega^{-1}(t))^{\frac{\beta-1}{h}}(\tau) = 0$ and $(C_{\omega,h} \nabla_{b}^{-\alpha} \omega(t))^{\frac{\beta-1}{h}}(\tau) = 0.$

Proof. The proofs follow by definitions and Lemma 2.21.

Remark 7.3. From Example 1 in [9], after correcting the typo mistake by changing summation $\sum_{h=0}^{t+a}$ in (53-55) by $\int_{a}^{t} \nabla_{h}s$ (see the definition of the $h$-nabla fractional sum in Definition 10 there), recall that the solution of the system

$$C_a \nabla_{h}^{\alpha} u(t) = ru(t) + g(t), \quad u(a) = u_{a}, \quad 0 < \alpha \leq 1,$$ (7.1)

has the solution

$$u(t) = u_{0} + \int_{a}^{t} \nabla_{h}^{\alpha} u(t-s)g(s) \nabla_{h}s.$$ (7.2)

Example 7.4. Consider the linear Caputo discrete $\omega-$ weighted $h-$fractional initial value problem

$$\left( a \nabla_{\omega,h}^{\alpha} \xi(\tau) - r \xi(\tau) = f(\tau), \quad \xi(a) = c_{0}, \quad r, \quad 0 < \alpha \leq 1. \right.$$ (7.2)

Then, $\xi(t)$ is a solution of (7.2) if and only if it satisfies the $h-$integral equation
\[ \xi(\tau) = c_0 \omega^{-1}(\tau) h E_\alpha(r, \tau - a) + \omega^{-1}(\tau) \times \int_a^\tau h E_\alpha(r, \tau - s + h) \omega(s) f(s) \nabla_h s. \] (7.3)

In fact, system (7.2) is equivalent to the system

\[ C_a \nabla_h^\alpha u(\tau) = ru(\tau) + \omega(\tau) f(\tau), \quad u(\tau) = \omega(\tau) \xi(\tau), \quad u(a) = c_0 \omega(a). \] (7.4)

By Remark 7.3, we conclude that

\[ u(\tau) = u(a) h E_\alpha(r, \tau - a) + \int_a^\tau h E_\alpha(r, \tau - s + h) \omega(s) f(s) \nabla_h s. \] (7.5)

Then, substituting \( u(\tau) = \omega(\tau) \xi(\tau), \quad u(a) = c_0 \omega(a) \) in (7.5) will imply the solution representation (7.3).

If \( \omega(t) \) is of discrete exponential type or the equation (7.2) is of tempered type, then the solution representation in (7.3) will have the form

\[ \xi(\tau) = c_0 \omega^{-1}(\tau) h E_\alpha(r, \tau - a) + \omega^{-1}(\tau - s) f(s) \nabla_h s. \] (7.6)

Alternatively, this example can be solved by the successive approximation method via the Leibniz rule (5.3) and by making use of the semigroup property (3.20).

8. Conclusions

In this work we have accomplished the following:

- To make our generalization easy and understandable for the readers, we have recalled some basics about the delta and nabla discrete fractional calculus on the isolated time scale with step \( h \in (0, 1] \).
- We have proposed the left and right weighted fractional sums and differences with a study of the action of the Q-operator. In the right case Q-versions of weighted fractional sums and differences and some conditions on the weight \( \omega(t) \) have been given to have coincidence with those verifying the integration by parts rule.
- The left and right weighted Caputo fractional differences have been defined and related to the Riemann-Liouville ones into nabla and delta.
- In order to provide a weighted fractional summation transformation method to solve the Caputo difference type equations, we proposed the Libniz rule facilitating the action of the weighted fractional sum, either left or right, on the weighted Caputo fractional difference.
• A shifted nabla Leibniz type rule has been formulated to solve a weighted fractional difference initial value problem within Riemann allowing the appearance of an initial condition.

• Some examples are given in the case of nabla weighted and a weighted Caputo fractional equation has been solved using a change of variable allowing the use of the non-weighted case. The solutions are then expressed by means of the generalized discrete Mittag-Leffler function designed for the insulated time scales with step h.

• By the use of the weighted summation by parts we have proved integration by parts formulas in the senses nabla and delta. Such by parts formulas allow the pass from the left weight Caputo to weighted right Riemann-Liouville and the pass from left weighted Riemann-Liouville to the right weighted Caputo. In the delta case we observed that the dependency of the domain of the fractional sum and difference operator on the order \( \alpha \) is reflected on the dependency of the weight function \( \omega \) on the order as well.

• The particular case \( \omega(t) = 1 \) throughout the weighted study results in the classical discrete fractional calculus into nabla and delta which have been studied by many authors in literature. Some other particular cases of the weight function \( \omega \) may result into interesting discrete fractional operators and of special interest the use of the discrete exponential type functions which discretesizes the tempered calculus. Such special case, due the nice symmetric properties of the discrete delta and nabla exponential functions and their minus circle analogues, deserves to be studied separately.
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