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Abstract: Due to the increased usage of the Internet of Things and heterogeneous distributed 

devices, the development of effective and reliable intrusion detection systems (IDS) has become 

more critical. The massive volume of data with various dimensions and security features, on the 

other hand, can influence detection accuracy and raise the computation complexity of these systems. 

Fortunately, Artificial Intelligence (AI) has recently attracted a lot of attention, and it is now a 

principal component of these systems. This work presents an enhanced intelligent intrusion detection 

model (E2IDS) to detect state of the art known cyberattacks. The model design is Decision Tree 

(DT) algorithm-based, with an approach to data balancing since the data set used is highly 

unbalanced and one more approach for feature selection. Furthermore, accuracy, recall and F-score 

are selected as the performance evaluation metrics. The experimental results show that our E2IDS 

not only overcomes the benchmark work but also reduces the complexity of the computing process. 

Keywords: Security features Importance, Decision Trees (DT), Machine learning (ML), and 

Anomaly Based IDS 

1. Introduction 

Authors In our world today, the Internet has affected humanity in a significant manner, as it has 

become more abyssal in daily life. However, it is also exposing us to progressively severe security 

threats. Given the widespread adoption of network access, the market of network security is on the 

rise. In today's network protection, IDS is an essential component. Due to the rapid growth of the 

attack surface, protection methods currently in use, such as Firewalls, user authentication, and data 

encryption, aren't enough to keep networks safe. IDS can monitor and analyze network traffic, detect 

security threats, and preserve the data's confidentiality, integrity, and availability   [1]. IDS  can be 

divided into two tiers according to their functional approach: Knowledge-based and Behaviour-

based. The Knowledge-based detection category seeks to identify attacks by examining their 

signatures; They're used to detect known forms of attacks while keeping a low false alarms rate [2]. 

However, this approach requires extra effort to update database rules and signatures for detection 

performance. Since zero-day attack does not have any signature, this technique cannot detect them. 

Secondly, The Behaviour-based detection category assumes that the intruder's behavior differs from 

that of the rest of the network. [3]. In detail, anomaly-based detection builds a profile representing 

regular network traffic. It then identifies network activity deviations from this profile to detect 

attacks. Contrarily to the knowledge-based, this technique can detect zero-day attacks. 
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AI and ML have become essential technologies in modern information security architectures. 

Because of their ability to quickly analyze massive network events and identify a wide range of 

threats. Over time, these technologies are adapted more and more to build earlier incident detection 

systems that can handle any new variant of network attacks. User, asset, and network profiles are 

created using behaviour histories to allow AI to detect and respond to abnormal activities. One of 

the ML algorithms used to detect malicious activities is DT. DT can examine an extensive collection 

of intrusion detection data and find the key network features that indicate malicious activity. It can 

also see tendencies that might aid further research, extraction of attack features, and network 

monitoring duties[4].  

The key benefit of using DT  over other classification algorithms is due to its comprehensive 

logical collection of simple rules, and it can be easily integrated with real-time technologies [5]. The 

DT algorithm is a supervised learning (SL) algorithms group member. However, unlike other SL 

algorithms, the DT approach can address multi-classification problems(Classification and 

Regression). There are several versions of DTs, such as  Iterative Dichotomiser 3 (ID3), and C4.5. 

ID3 relies on Entropy and employs an information theory mainly for feature ranking. On the other 

hand, The C4.5 algorithm was created to support  Classification and Regression Trees (CART) [6]. 

This paper proposes an enhanced ML-based intrusion Detection model that targets a broad range of 

intrusion attacks. Factors such as the importance of security features and data balancing are given 

high priority in this work. After balancing the dataset, The most important features are selected to 

build the intrusion detection model. 

The rest of the paper is organized as follows. Section 2 looks into similar work on intrusion 

detection models. Section  3 introduces and describes our E2IDS model. Experiments and 

evaluations of the suggested model are presented in Section 4. The article's final section brings the 

study to a close and emphasizes our future efforts. 

2. Literature Review   

AI can help security teams keep ahead of the threats as cyberattacks become more intense and 

frequent. Furthermore, it predicts security threats by processing vast amounts of data, abbreviating 

critical decision-making time, and responding to security incidences. IDS is usually used to reveal 

harmful cyber-attack activity on a network by tracking and reviewing regular network or computer 

system operations [7]. Plenty of research has been done in this context, involving various ML and 

Deep Learning (DL) techniques to build IDSs. DL-based methods have recently been used in IDSs 

and have shown to be efficient at detecting intrusive behaviours [8]–[11]. Ferrag et al. [12] presented 

a high-quality comparative study survey of  DL methods for cybersecurity intrusion detection and 

the datasets used. They covered more than 30 popular datasets used to build IDSs. Zhao et al. [13] 

proposed an effective DL-based intelligent intrusion detection (IID) method using federated learning 

(FL)  and aided long short-term memory (FL-LSTM) framework. The proposed model showed 

promising results compared to the conventional neural network (CNN).  

Wang et al. [14] proposed an integrated deep intrusion model SDAE-ELM and DBN-SoftMax, 

based on the deep Denoising Autoencoder and Deep Belief Network(DBN). The model can handle 

real-time data, analyze large-scale data, and reduce the noise in the dataset. Zhao, Zhang, and Zheng  

[15] Proposed a DBN and probabilistic neural network (PNN) based intrusion detection model. The 

proposed approach uses DBN to reduce PNN network training and testing time by translating raw 

data into low-dimensional data. Spinelli et al. [16] suggested a behaviour-based Network Intrusion 

Detection System Near-to-real time  (ANIDINR), a detailed methodology to predict zero-day attacks. 
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However, the proposed scheme generates an incorrect response when the attacker produces an attack 

profile close to the normal. 

One of the most popular and broadly used techniques for developing IDS models is classification. 

Many standard classification algorithms have been proposed in recent decades, including Support 

Vector Machines (SVM), Naive Bayes (NB), K-Nearest Neighbor (KNN), Random Forest (RF), 

Logistic Regression (LR), and artificial neural network (ANN) according to Sarker and Kayes [17]. 

Likewise, feature selection (FS) is essential in creating ML models; many works have focused on 

this step. Amiri et al. [18]  introduced a new IDS that uses knowledge theoretic and statistical 

principles for FS and the least square SVM (LSSVM)  approach for classification. Experiments using 

the Kddcup99 dataset showed a significant boost in classification accuracy. Gu and Lu  [19] used 

SVM with naïve Bayes feature embedding to design a practical intrusion detection model. Garg and 

Batra [20] Advised a hybrid behaviour-based detection method and the Fuzzified Cuckoo-based 

Clustering Technique (F-CBCT), which can identify the anomalies with high Detection Rates and 

reduced false-positive Rate. Kuang et al. [21] Designed a novel IDS model using the SVM and kernel 

principal component analysis (KPCA) combined with a genetic algorithm (GA). The proposed model 

uses KPCA to extract the main features. 

Ambusaidi et al. [22] Proposed Flexible Mutual Information FS, a supervised filter-based FS 

algorithm. Li et al. [23] used the most common Kddcup99 dataset to build a hyperplane-based SVM 

classifier with a radial basis kernel function (N-RBF) to classify a few predefined attack categories. 

Kang and Kim  [24] suggested an algorithm for selecting the best features. The proposed algorithm 

is based on a local search algorithm, a typical meta-heuristic algorithm for solving computationally 

tricky optimization problems. S. Mohammadi, Mirvaziri, Ghazizadeh-Ahsaee, et al. [25] suggested 

a novel filter-based FS algorithm to improve detection rates while lowering false-positive rates. Koc 

et al. [28] advised a naive Bayes-based classifier to construct a multiclass IDS. The KNN algorithm 

is another popular ML algorithm.  

Sarker et al. recently proposed [26] a BehavDT ML method to create a user-centric context-aware 

prognostic framework using a behavioural DT and [27] an Intrusion Detection Tree ("IntruDTree") 

ML-based IDS model supported by a well-designed feature ranking and selection approach. Aloqaily 

et al. [28] proposed D2H-IDS, a new hybrid approach for intrusion detection in intelligent connected 

vehicle cloud environments. Eesa et al. [29] Proposed a novel combination method based on ID3 

and the bees algorithm (BA) for subset FS. Puthran and Shah  [30] proposed an ameliorated DT 

algorithm using binary split (IDTBS) and an enhanced DT algorithm using quad split (IDTQS) for 

increasing the detection performance for a predefined set of attacks such as Probe, U2R, and R2L 

using the KDD99 dataset. Al-Omari et al. [31] presented an intelligent tree-based model capable of 

predicting and detecting cyber-attacks efficiently and effectively. Ingre et al. [32] used the NSL-

KDD to design DT-based IDS. 

DT can analyze data and detect abnormal activities. The key benefit of adopting DT over other 

techniques is that they provide a comprehensive set of simple rules to comprehend and easily connect 

with real-time technologies. For the classification of different tasks, the DT algorithm is widely used 

[33].  

Researchers derived many ML-based algorithms suitable for building IDS. Those ML-based 

methods such as k-NN, Support Vector SVM, LR, and DT have an influential role in detecting cyber 

attacks. 

With all the advantages of DT algorithms and their ability to perform complex classification tasks, 

they pose problems related to computational complexity when dealing with high dimensional 
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features. In this paper, and to overcome these issues and build a high-accuracy model, we followed 

a methodology that places the classification of features in terms of importance in the first place and 

then selects them with a predefined threshold, furthermore due to the imbalanced dataset used in this 

work We proposed a hybrid data balancing methodology. 

3. Research Methods   

Data security and privacy are a big concern in today's world, and IDSs serve as the first line of 

defence for computer systems and networks. For the design of intelligent IDS, a variety of rule-based 

procedures or ML-based frameworks are used. In this work, a DT-based classifier is used to build 

our model. Figure 1 shows in detail the proposed  methodology:  

 

1) Data collection and exploration. 

2) Features selection. 

3) Preprocessing. 

4) Building and testing the model. 
 

 

Figure 1. Intrusion detection model based on decision tree 

3.1. Data collection and exploration 

Security datasets are usually the collections of information records that include many security 

features and create a data-driven cybersecurity intrusion detection model. To detect malicious 

activity, it's crucial to grasp the essence of primary cybersecurity data and the dynamics of security 

threats [34], [35]. This paper uses an intrusion dataset known as "UNSW-NB 15".This dataset 

contains two class variables, normal and attack (0 for normal and 1 for attack). The UNSW-NB 15 

[36] dataset was generated using the IXIA PerfectStorm tool in the Australian Centre for Cyber 

Security's (ACCS) Labs. The dataset contains 49 properties that determine the characteristics of each 

record. As seen in Table 1, the features type varies, with some being nominal, numeric, and others 

taking on time-stamp values [37]. The nominal features are proto, service, and state (coloured in blue 

see Table 1). 
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However, from the 49 security features, only 41 are relevant to our work. We will exclude 

attack_cat since it is out of the scope of the paper. Also, srcip, sport,dstip,dsport, Stime, and Ltime 

will be dropped as suggested by the dataset creators in [38]. 

Table 1. Security features of the UNSW-NB 15 datasets. 

3.2. Data Preparation 

Data preparation (DP) is a challenging task in any ML project because each dataset is unique and 

tailored to the concerned project. Nonetheless, there are enough similarities amongst the predictive 

modelling projects to establish a loose sequence of phases and subtasks that will most likely be 

completed. This approach gives us a context in which we can think about the DP needed for the 

No. Name Type  No. Name Type 

1 srcip nominal  26 res_bdy_len integer 

2 sport integer  27 Sjit Float 

3 dstip nominal  28 Djit Float 

4 dsport integer  29 Stime Timestamp 

5 proto nominal  30 Ltime Timestamp 

6 state nominal  31 Sintpkt Float 

7 dur Float  32 Dintpkt Float 

8 sbytes Integer  33 tcprtt Float 

9 dbytes Integer  34 synack Float 

10 sttl Integer  35 ackdat Float 

11 dttl Integer  36 is_sm_ips_ports Binary 

12 sloss Integer  37 ct_state_ttl Integer 

13 dloss Integer  38 ct_flw_http_mthd Integer 

14 service nominal  39 is_ftp_login Binary 

15 Sload Float  40 ct_ftp_cmd integer 

16 Dload Float  41 ct_srv_src integer 

17 Spkts integer  42 ct_srv_dst integer 

18 Dpkts integer  43 ct_dst_ltm integer 

19 swin integer  44 ct_src_ ltm integer 

20 dwin integer  45 ct_src_dport_ltm integer 

21 stcpb integer  46 ct_dst_sport_ltm integer 

22 dtcpb integer  47 ct_dst_src_ltm integer 

23 smeansz integer  48 attack_cat nominal 

24 dmeansz integer  49 Label binary 

25 trans_depth integer     
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project, which is informed by the project definition done before DP and the evaluation of ML 

algorithms was done after[39]. 

3.3. Data collection and exploration 

A classification challenge known as an imbalanced classification problem occurs when the 

dissemination of samples across problem classes is uneven. The distribution can range from a bit of 

skew to a grave imbalance, with one instance in the minority class for hundreds, thousands, or 

millions in the majority class or classes [40]. In our case, the UNSW-NB 15 dataset is imbalanced, 

as shown in. Furthermore, 87.35% of the instance belongs to the class Normal versus 12.65% only 

for class Attacks, which means our dataset is highly imbalanced. 

 

 

Figure 2. UNSW-NB 15 class distribution. 

 

Because most ML algorithms for classification were created to assume the equal class distribution, 

CART's imbalanced learning is complex. Consequently, models will result in poor prediction 

accuracy, particularly for the minority class. This is not a surprise since the majority class is typically 

more abundant than the minority. So the issue is more susceptible to categorization errors for the 

minority class than for the majority class [41]. 

Conventionally, the Data-level approach and the Algorithm-level approach are two common 

approaches to deal with the imbalance learning tasks. The data-level approach methods adjust the 

class imbalance ratio to achieve a balanced class distribution. In the algorithm-level approach, 

classification algorithms are adjusted to improve the learning process, specifically the minority class 

[41]. However, the algorithmic level approach is ineffective when a high ratio of imbalanced classes 

exists. Contrarily, the data level method is preferred and encouraged in this scenario. The reason for 

this is that, depending on the situation, the data class composition can be modified to a "reasonably 

balanced" ratio by adding or removing many classes from the dataset [42], [43]. One of the most 

uncomplicated and most often utilized methods for the data level approach is resampling. 

Resampling techniques seek to increase the rate of minority samples. This can be achieved by 

eliminating samples from the majority class and adding examples from the minority class. 

Undersampling and oversampling are two approaches that show a good result, as seen in [44], [45]. 

Some frequent samples are deleted from the original dataset through undersampling until the desired 

balance ratio is obtained. The data to be deleted can be chosen at random or more effectively based 

on specific criteria, such as removing patterns located on the input space's outside regions [46]. 
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Oversampling can be performed by increasing the number of minority class instances or samples by 

producing new examples or repeating some instances [47].  

Random Undersampling (RUS) and Random oversampling (ROS) are the two main ways to 

resample an imbalanced dataset randomly. ROS lengthens the learning process, mainly if the original 

dataset has grown to be as large as ours but is as skewed. However, When the dataset size is small, 

this strategy is ideal. RUS is a form of data sampling that haphazardly chooses some majority class 

instances and withdraw them from the dataset until the aimed class propagation is attained [47], [48]. 

As NSW-NB15 Dataset is extremely large, the loss of some samples due to RUS should not be an 

issue as ample records will remain from which the DT classifier can be trained. Although either a 

RUS or ROS method can be efficient when employed alone on a dataset, experiments have shown 

that combining the two techniques can improve the overall model to fit the resampled dataset [40].  

In this work, we focused on the data level approach, and we used the hybrid method by combining 

RUS and ROS. Although, we have applied ROS only on the training set to avoid duplication of 

samples in the testing set, as illustrated in 

. This approach was recommended by [49] since the imbalance problem will not be solved by 

dividing the entire dataset into training and testing datasets using random sample techniques without 

adjusting the class distribution. As a result, the training data will have the same distribution as the 

original data set, which will be a problem throughout the learning process. Figure 4 shows the dataset 

after applying the hybrid balancing approach. 

 

 

Figure 3. Our data balancing algorithm. 

 

A train test dataset is a primary assessment method that divides the dataset into a train and a test 

dataset, then trains the learning model using the train data and measures performance using the test 

data  [50]. In our case, we set 30% of the undersampled data for the testing and 70% for the training. 
 



8    M. A. Bouke et al.: E2IDS: An Enhanced Intelligent Intrusion Detection System Based On Decision Tree Algorithm 

 

Figure 4. The Balanced Dataset. 

3.4. Feature Encoding 

The ML model's output is affected by its hyperparameters and processing of different variables. 

Encoding qualitative variables is mandatory since most ML models accept only numerical inputs. 

One Hot Encoding and Label Encoding are two approaches that can be used in this situation. 

However, One Hot Encoding will extend the feature space by generating new features [51]. As a 

result, we select Label Encoding to encode all the nominal features. Label encoding transforms labels 

into a numeric form so that ML algorithms can handle them. As we mentioned in section 3.1, nominal 

features are proto, service, and state. 

3.5. Features Scaling 

Feature scaling is a technique for normalizing a set of independent variables or data features. This 

can be achieved using two widely used methods, Normalization, and Standardization. Normalization 

(also known as Min-Max normalization) is a scaling technique in which the features are rescaled 

such that the data falls within the [0,1] range. Standardization is a scaling technique that rescales 

features to give them the properties of a standard normal distribution with a mean of 0 and a standard 

deviation of 1. The standardization algorithm was  determined as shown in (1): 

 

(1) 

 

Where Z is the new scaled value, µ is the mean of the distribution, and σ is the standard deviation of 

the distribution. Standardization centres around zero and scales the data point such that the norm is 

0 and the standard deviation is 1. 

3.6. Features Selection 

FS is a technique for selecting the essential features from an ample feature space. In other words, it 

can choose among the features that are more important and irredundant for the classification problem 

[52]. ML-IDS models rely heavily on FS and ranking because removing the unnecessary features 

improves the detection accuracy while speeding up the computation and improving an IDS's overall 

efficiency [53]. Information Gain and the Gini index (GI) are two commonly used methods in this 

context. CART  uses the GI, which is simple to implement, particularly for high dimensional features 
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[54]. The GI is an FS approach that determines how pure the features are concerning the class. The 

purity of a feature refers to how well it can discriminate between different groups  [55]. 

If we consider dataset D, which includes samples from 𝑘 different groups and 𝑃𝑖 Denotes the 

probability of samples linked to class 𝑖 at a given node. So the Gini impurity of  the dataset D 

impurity is described as according to  [56], [57] (2): 

 

(2) 

 

We used Python and ITMO FS (Information Technologies, Mechanics and Optics University feature 

selection) library [58] to calculate the Gini index for all the security features. The lower the Gini, 

the more important features. After extracting the impurity features, we picked the top 11 (Figure 5) 

security features based on the selection threshold of 0.33 to construct our effective tree-based 

intrusion detection model.  

 

 

 

Figure 5. Selected features based on the threshold value of 0.33 

3.7. Decision Tree Enhanced Intelligent Intrusion Detection Model 

We have started by creating our E2IDS model once the security features are ready to process. Instead 

of using all the features available in the dataset, we used the selected features determined based on 

their Gini score and the defined threshold. The GI described in the previous section is used to identify 

the characteristic of the root node in each level. The feature with a lower Gini index is chosen as the 

root node. As a result, the tree-based model is expanded by adding the required number of internal 

branches, leaf nods, and connecting edges. Each tree leaf node is labelled with a target class, either 

attack or normal, and internal nodes are labelled with the security features selected earlier.  
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4. Experiments and Discussion  

 

The experiments for this stud were conducted on a laptop with a CPU processor Intel Core i5-5300U 

with 2.30 GHz, 8 GB RAM, and a 64 bit Windows 10 operating system. Python programming 

language is used to implement the experiments. Table 2 depicts the experimental implementation 

environment. 

 

Table 2. Implementation environment. 

 

 

4.1. Performance Evaluation Measures 

The results of experiments were assessed based on three measures. These measures are accuracy, 

sensitivity, and precision, that were computed as follows: 

 

(3) 

 

(4) 

 

(5) 

  

(6) 

  

 

FP and FN are the numbers of false positives and negatives. TP and TN are the numbers of true 

positives and negatives. We also consider the ROC (Receiver Operating Characteristic) curve, which 

is formed by comparing the final security model's true positive rate (TPR) against the false positive 

rate (FPR). 
 

 

 

 

 

Element                                                     Description  

Personal Computer                                  Windows 10, 2.30 GHz processor speed and 8 GB RAM 

Programming Language                    Python version 3.8 

Dataset Management                                Delimit 3.7 Open data files up to 2 billion rows 

                                                                   and 2 million columns large                    
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4.2. Results and Comparisons 

 

In this section, the results of the experiments were presented and compared with the results of the 

recent related works. Table 3 shows the E2IDS results in precision, recall, fscore, and accuracy for 

each class, either normal or attack.  
 

Table 3. Result of experiments. 

 

 

 

 

 

In Table 4, the overall performance of the model is shown. The model showed improved performance 

for all metrics. Furthermore, the model's performance was benchmarked against state-of-the-art 

approaches. 
 

 

Table 4. Overall Performance of the Model. 

 

 

 

 

 

 

 

As shown in Table 5, the proposed model outperforms other models in all metrics and achieved an 

overall accuracy of 98.8%.  

 

Table 5. Performance Comparison of the Proposed Model with other approaches. 

 

 

 

 

 

However, since our dataset is highly imbalanced, we also used the Receiver operating characteristic 

(ROC) metric, an efficient tool to prove the overall accuracy of imbalance learning models. As 

shown in Figure 6, our model Area Under the Curve (AUC) score was 99%, indicating the model 

performance at distinguishing between the classes (Normal and Attack).  

Class             Accuracy Precision         Recall Fscore 

Normal                 99%    99 %              99%  99% 

Attack              98.3%    98.4%            98.4%  98.6% 

               Precision         Recall Fscore Support 

Normal        99%               99% 99% 160,850 

Attack                      98.3%            98.4% 98.4% 96,177 

Macro avg        98.7%            98.7% 98.7% 257,027 

Weighted avg        98.8%            98.8% 98.8% 257,027 

           Precision         Recall Fscore Dataset Size         Features  

Proposed Work 98.8%              98.8% 98.8% 2,540,047         11/41  

Sarker et al., 2020             98.0%              98.1% 98.1% 25,193                  14/41   

Al-Omari et al., 2021 97.0%              97.0% 97.0% 175,341                 19/41  



12    M. A. Bouke et al.: E2IDS: An Enhanced Intelligent Intrusion Detection System Based On Decision Tree Algorithm 

 

 
Figure 6. Receiver operating characteristic of the proposed model. 

 

Additionally, compared to the other recent works, we used a larger dataset containing more than two 

million records and significantly reduce the feature space. We have observed that the E2IDS model 

outperforms the benchmark models. We first select the most important features before building the 

intrusion detection tree. As a result, it reduces model disparity and overfitting problems. We handled 

the imbalanced dataset problem using a hybrid method  (RUS and ROS). 

As a result, the model had improved prediction outcomes for unknown test instances while reducing 

the computing complexity. As a consequence of Figure 7 and the previous experimental study, we 

can infer that our E2IDS model is more effective than existing intrusion detection models. 

 

 
Figure 7. Visualizing the Accuracy of the Proposed Model against other Approaches. 
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5. Conclusion 

Presently, there is an increase in cybercrimes as predators benefit from vulnerable systems. As a 

result, organizations need to improve their ability to identify, respond, and recover swiftly from a 

security incident. IDS is an efficient solution that can mitigate the intrusions of the computer 

environment by triggering alerts to speed up the incidence response process. Theoretically, IDS are 

based on the fact that an intruder's behaviour will be undoubtedly different from an authorized user's. 

This paper presented an enhanced intelligent intrusion detection model to detect a wide range of 

cyber-attacks. The model is built using an enhanced feature selection approach to select the most 

important features. 

Additionally, the impurity of the security features was measured using the Gini Index. This approach 

enabled us to reduce the feature dimensions from 41 to 11. The model was generated using a sizeable 

imbalanced dataset, as shown in  

.   However, we proposed a hybrid method to balance the dataset. Finally, the performance of our 

model was proved using adequate metrics such as ROC, Precision, Fscore, and Recall. Finally, the 

evaluation results confirm that our model performs better than the recent similar works. Our future 

work will include expanding and applying our enhanced feature selection and data balancing 

methodologies to build a model that can predict the type of attacks. 
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